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Exploiting Social Trust Via Weighted Voting Strategy
for Recommendation Systems Improvement

Hussain J. Oudah a,*, Mohsin H. Hussein b

a Website Unit, University of Kerbala, Karbala, Iraq
b Department of Computer Science, College of Computer Science and Information Technology, University of Kerbala, Karbala, Iraq

Abstract

Recently, social trust information has become a significant additional factor in obtaining high-quality recommenda-
tions. It has also helped to alleviate the problems of collaborative filtering. In this paper, we exploit explicit and implicit
trust relations and incorporate them to take advantage of more ratings (as they exist) of trusted neighbors to mitigate the
sparsity issue. We further apply the idea of weighted voting of the ensemble classifier for the election of the most
appropriate trust neighbors' ratings. Additionally, the certainty of these elected rating values was confirmed by calcu-
lating their reliability using a modified version of Pearson's Correlation Coefficient. Finally, we applied the K-Nearest
Neighbors method with a linear combination of original and trust-elected ratings using a contribution weight to obtain
the best prediction value. Extensive experiments were conducted on two real-world datasets to show that our proposed
approach outperformed all comparable algorithms in terms of both coverage and accuracy. Specifically, the improvement
ratio ranged approximately from 4% as a minimum to 20% on FilmTrust, and to 10% on Epinions as a maximum in terms
of F-measure between the inverse of Mean Absolute Error (accuracy) and coverage.

Keywords: Recommendation system, Collaborative filtering, Social information, Trust propagation, Weighted voting,
Explicit and implicit feedback

1. Introduction

T he term ‘information overload’ arose with the
accelerated development of information tech-

nology and extended to different commercial
and service enterprises in e-commerce and social
media, resulting in users having to deal with this
increasingly problematic online problem [1]. This
means that many items have been supplied to
users, leading to the possibility of users not being
able to make quick decisions according to their
interests and requirements [2]. A recommender
system (RS) is an intelligent and successful infor-
mation filtering system that offers items of
interest to users [3], thus helping them to deal with
difficulties related to information overload [4,5],
and providing a personalized top items list per
user.

In general, there are three types of RSs [6]: con-
tent-based (CB), collaborative filtering (CF), and
hybrid approaches. The CB approach entails rec-
ommending items to a user after comparing the
content of those items with others that the same
user previously liked. On the other hand, CF relies
on computing the similarity between users (user-
based) or items (item-based), or both to predict the
score of an item that may be of interest to a user [7].
In addition to these memory-based methods, there
is another method also used in CF called model-
based [8]. Lastly, hybrid systems simply combine CB
and CF approaches in numerous ways to take
advantage of both and reduce their respective
shortcomings [7]. CF is considered the most
frequently used species in RS studies [9].
Broadly, CF techniques suffer from multiple

problems, the most common of which are sparsity
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[10] and cold-start [11]. Due to these problems, the
accuracy of prediction becomes diminished. Spar-
sity means that users have rated only a very small
number of items relative to all available items in the
user-item rating matrix [12]. In RS, there is a case
where new users join the system with no history
preferences or several items added to the system,
which have few or no ratings assigned to them yet.
This is what is called the cold-start problem [12].
However, solutions to these problems were pro-
posed in the RS research in an attempt to mitigate
them. One of these solutions is to exploit additional
information such as users' demographic information
[13]. However, this solution is rarely used as most
real-world datasets do not provide such information
to protect users’ privacy [14]. Another solution is to
use deep learning algorithms [15] as long as the time
required for their implementation and the compu-
tational resources are available. A more promising
solution is the use of social information such as trust
relationships to enrich the sparse nature of the rat-
ing matrix [14,16,17]. According to Refs. [18,19], who
mentioned the increased progress of RSs embedded
on the web, social information plays an integral role
in reducing such CF-related problems.
In general, many works have been proposed to

improve the accuracy of RSs by reducing their
associated problems (i.e., rating sparsity and cold-
start). Some of these works [20e24] benefited from
trust network information as additional implicit
information besides explicit numerical ratings. It
can be said that these studies are the motivation
behind thinking about proposing the weighted
voting technique with the expansion of the trust
relations network through the trust propagation
attribute.
This work is proposed for improving the predic-

tion accuracy of RSs, as we have suggested the

weighted voting technique to be an alternative to
the technique known as the weighted average used
in most of the previous works [22e24]. The weighted
average technique will produce fractional values
that may significantly influence the overall predic-
tion error. However, these outcomes will be elected
as exists (i.e., non-fractional values) when applying
our proposed method, thus eliminating these extra
details. In particular, we embody the election idea
by assuming that the trusted neighbors are the
classifiers, and the rating scales are the classes (la-
bels) to be voted on for inclusion in the profile of the
target user by the weighted voting technique as
Fig. 1 shows.
One of the challenges of the proposed work is

how to implement the weighted voting technique
within the scope of RSs. In addition, in order to
exploit the trust propagation feature, we need to
reach an appropriate depth that helps reduce the
problem of rating sparsity, thus taking advantage of
the trustworthy neighbors’ ratings to enrich the
rating matrix.
In this work, we will attempt to answer the

following research questions:

1. Can our method (election by weighted voting)
give better and more accurate results than the
comparable methods?

2. If we try to linearly combine the two prediction
results of original ratings and trust-elected rat-
ings using a contribution weight, would that
increase the coverage of estimated ratings while
improving its accuracy?

The rest of the paper is organized as follows.
Section 2 reviews the related work of rating pre-
diction approaches. After that, our proposed
method will be detailed in section 3, including the

Fig. 1. The weighted voting technique.
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description of notations and the structure scheme.
Then, section 4 presents and discusses the experi-
mental results on two real-world datasets to verify
the accuracy of our rating prediction approach.
Finally, the conclusion and future work are pre-
sented in section 5.

2. Related work

Most existing work on rating prediction algo-
rithms has centered on solving the aforementioned
sparsity and cold-start problems by using some
available auxiliary information such as the scarce
demographic or abundant social information. Thus,
much trust-based research has been proposed in the
literature to better recognize user preferences [20].
The authors in Ref. [21] have suggested an item
recommendation model with the idea that the
trusted network be utilized to show the users' social
relations which have a significant influence on their
tastes. The model enters the user's direct (explicit)
trust with an adjustable similarity method to make a
recommendation. However, the flaw in their work
was that they did not take advantage of indirect
implicit trust.
Additionally, it has been confirmed that the trust

propagation feature can be productively applied to
decrease prediction deviation, thus enhancing the
prediction results. According to this, the social trust
relationships and confidence evaluation of ratings
have been used to return the most similar trusted
neighbors, depending on the transitive property of
the node (user) in the social trust graph. Then the
results of theprediction canbe computed through the
merged ratings of trusted neighbors [22]. Moreover,
the EIMerge approach was proposed in Ref. [23] to
exploit explicit and implicit trust in order to reduce
sparsity and cold-start by merging the ratings of the
trusted neighbors after filtering them using the
Pearson's Correlation Coefficient (PCC) as a trust
similarity metric. As a result, a new user profile is
formed to compute prediction via the classic CF
approach. A similar approach (ITRA) is presented in
Ref. [24] where the authors also utilize the implicit
trust information of a trust relations network to
enhance prediction accuracy. The first step is to
aggregate the trust neighbors for every user in a set of
users employing the trust expansion algorithm and
then compute the trust similarity between the target
user and every other user based on the collected
candidate items and applying PCC. In the last step, a
trust weighting approach is applied to boost the trust
weight of the candidate users, which will contribute
to the final prediction phase.

The last three approaches have given us the pro-
cedure to implement our idea. And since each of
these methods has its advantages and disadvan-
tages, in our approach we have benefited from the
former and avoided the latter.
In this work, we conduct an election method with

inspiration from the ensemble classifiers [25], in
particular, the type of weighted voting. Moreover,
we show the strength of mixing the original ratings
and trust-elected ratings in terms of a rating pre-
diction evaluation by involving a contribution
weight in a linear combination process. Addition-
ally, we take advantage of indirect implicit trust
after computing it, reaching the three-step depth as
the best choice to set beneficial information. PCC
has also been used as the trust similarity metric [26]
and the classic CF as the prediction function
through the implementation of the K-Nearest
Neighbors (KNN) algorithm by selecting the top K
trusted neighbors [18].

3. Methodology

In this section, we explain our method in detail. It
is worth noting that we follow the procedure used in
Refs. [22,23], but by applying our weighted voting
(election) method rather than the weighted average
method for electing (i.e., merging) ratings. The basic
idea is leveraging from the top K trusted neighbors
of the social trust network by electing their ratings
for an active user to boost his preference profile.
In particular, three methods shaped our method-

ology. The first method is the original rating pre-
diction which includes preprocessing the rating
matrix and then applying the CF prediction formula
after calculating the rating similarity among users.
The second method is called the trust-elected rating
prediction, which includes multiple steps beginning
with data preprocessing and ending with deter-
mining the reliability of the elected rating. Next, the
values of trust rating similarity are incorporated to
compute the prediction. This is further described in
the following subsections. Lastly, there is a linear
combination process using the results of the above
two methods and a contribution weight to obtain the
final rating prediction. Fig. 2 illustrates the general
scheme.

3.1. Data preprocessing

After building the user-item rating matrix R from
the rating file in the dataset, each null value NAN is
converted to zero to avoid any subsequent failure in
the calculations. It is worth mentioning that we
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sampled a subset from the Epinions dataset by
randomly selecting 1923 users who recorded 27,013
ratings on 4221 items. This was done because it was
impossible to represent the rating matrix from the
original numbers of users and items due to memory
limitations on our local machine.

3.2. Inferring and aggregating trusted neighbors

The trust matrix is almost like the rating matrix in
terms of sparsity since it is highly sparse as illus-
trated in Table 1. Thus, we need to infer and
aggregate more implicit trust relations among users
so as to define their trusted neighbors. To achieve
this, two phases of this step are listed as follows:

a) Inferring trust relations with PCC

Inspired by Papagiles et al. [27], who used the very
common PCC as a similarity measure to identify
implicitly trusted neighbors for an active user, the
PCC calculation formula is as follows:

rsimu;v¼
P

i2Iu;vðru;i � ruÞðrv;i � rvÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Iu;vðru;i � ruÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Iu;vðrv;i � rvÞ2

q ð1Þ

where rsimu;v is the original similarity value between
user u and user v, and ru;i, rv;i are the actual rating of
u and v on an item i. ru, rv are the average of ratings
belonging to u and v respectively, and Iu;v are the co-
rated items of both u and v. In order to provide the
asymmetric property of the inferred trust relations,
we calculated the value of common items set related
to the target user. We then combined it with the
result of Equation (1) to obtain the average value
between them as shown in the following two
equations:

CISu;v¼jIu∩Ivj
jIuj ð2Þ

Rsimu;v¼ðrsimu;v þCISu;vÞ
2

ð3Þ

Dataset Files
(Ratings and trust relations files)

Data Preprocessing

Inferring and Aggregating 
Trust Neighbors

Electing the Rating of Trusted 
Neighbors by the Weighted 

Voting Technique

Original Rating 
Prediction

Determining the Elected Rating 
Reliability

Trust-Elected
Rating Prediction

l R

R ti

Final Rating Prediction
(Add the Contribution Weight to the Lin-

ear Combination of the Two Methods)

Performance Evaluation using the 
Metrics of Rating Prediction Task 

Fig. 2. Steps of the proposed method.

Table 1. Datasets information.

Datasets #Users #Items #Ratings #Trust Rating
Sparsity

Trust
Sparsity

Average
Rating

FilmTrust 1508 2071 35497 1853 98.86% 99.58% 23.53
Epinions 49 K 139 K 664 K 487 K 99.98% 99.97% 16.55
Sampled Epinions 1923 4221 27013 250888 99.66% 99.60% 14.04
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where CISu;v is the set of common items between
user u and user v, and Iu; Iv are the set of items that
are rated by both users respectively. Rsimu;v is the
overall similarity value between the two respective
users. According to Ref. [28], the rating similarity
threshold was determined (qRsim ¼ 0:707) to infer the
trust relations between trust network users. There-
fore, this value is used as the trust value; otherwise,
it will be zero as shown in Equation (4). Moreover,
the minimum number of co-rated items between
two users should be greater than another threshold
which is set as (qIu;v ¼ 2) depending on [28]. The
formula of the inferred (implicit) trust value is as
follows:

TINFu;v ¼
�
Rsimu;v; if Rsimu;v>qRsim and jIu;vj>qIu;v
0;otherwise

ð4Þ
where TINFu;v is the inferred (implicit) trust de-

gree of user u in user v, and
��Iu;v�� is the number of

the co-rated items of both u and v. qRsim; qIu;v are the
rating similarity threshold and the rating number
threshold respectively.

b) Trust propagation

In this phase, the aim is to find the indirectly
trusted neighbors by diffusing trust in the network
of trust, depending on the transitive property of the
trust theory. This results in additional valuable in-
formation that can be utilized to improve the
recommendation. However, going deeper to prop-
agate inside the trust relations network is not likely
to provide significant information. According to our
experiment, the best gain is in adopting 3-step
propagation to avoid meaningless exploration and
useless consumption, especially when dealing with
a large-scale dataset (e.g., Epinions) as shown in
Equation (5). The indirect (implicit) trust relation
can be inferred between any two users in the trust
relations network. The implicit trust value is
inversely proportional to their shortest distance.
This can be calculated using the breadth-first search
algorithm. The propagated (implicit) trust degree
(TPropu;v ) is computed as follows [29]:

TPropu;v ¼
1

sdu;v
; jsdu;vj � 3 ð5Þ

where sdu;v is the shortest distance between u and v,
and TPropu;v2½0; 1�. From now on, we use the symbol
Tu;v to denote each occurrence of the explicit trust
given in the dataset and both implied trusts that we
called the inferred (TINFu;v ) and the propagated
(TPropu;v ) obtained from Equations (4) and (5). In fact,

any user trusted by another with a trust value (Tu;v)
more than a pre-defined threshold (qTu;v ¼ 1=4) is
regarded as a trusted neighbor.

TNu¼
�
v
�� Tu;v > qTu;v ;v2U

� ð6Þ
The trusted neighbors of user u in the network

of users U are TNu, with qTu;v referring to the trust
threshold which is set based on the 3-step trust
propagation process.

3.3. Electing the rating of trusted neighbors

The ratings of trusted neighbors are elected as a
single value on some items j that an active user u did
not rate. These j2I0u are rated at least by one trusted
neighbor (i.e., I0u are the items that are not rated by a
target user). Therefore, the voting weight of a trus-
ted neighbor that represents the relationship degree
with the active user must be accumulated to achieve
the election process. In addition to the rating simi-
larity (rsimu;v) and trust value (Tu;v), which are
calculated in Equations (1), (4) and (5), the factor of
social confidence is required to obtain the voting
weight, as suggested in Ref. [30]. It represents the
indicator of the users’ trustworthiness in relation to
each other. It is calculated as the ratio of common
users similar to the target user, as in the following
equation:

SCu;v¼

8><
>:

jTNu∩TNvj
jTNuj ; if jTNuj>0

0; otherwise

ð7Þ

where SCu;v is the social confidence between the two
users u;v and its range is in ½0; 1�. Hence, a linear
combination of the three factors with parameters a,
b, and Y needs to obtain the voting weight vwu;v
between an active user u and every trusted neighbor
v, as follows:

vwu;v¼a : Tu;v þ b :rsimu;v þY : SCu;v ð8Þ

where a, b, and Y represent how much each factor
contributes to the linear combination. These con-
stants are tuned according to our experiments. Their
values (a, b, Y) are set to 0.5, 0.3, 0.2 on FilmTrust
and 0.7, 0.2, 0.1 on Epinions respectively. It is
important to involve all three factors (rsimu;v, Tu;v,
SCu;v) instead of just only trust value to have a sig-
nificant influence on prediction results and to avoid
tie votes. Moreover, it is worth mentioning that only
the positive rating similarity rsimu;v > 0 was
considered in the formula above.
After saving the voting weight between every

active user and his/her trusted neighbors for every
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rating r in the rating scale, the single elected value
can be selected as the rating r that is associated with
the maximum voting weight:

~ru;j¼ r
argmax

j

PTNu

v
vwj

u;v

ð9Þ

where ~ru;j is the elected rating of an active user u on
an item j2I0u, and vwj

u;v is the voting weight on the
item j of every trusted neighbor v that belongs to
TNu.

3.4. Determining the elected rating reliability

For the purpose of approbating the elected rat-
ings, the rating reliability must be computed to
ensure the certainty of these ratings. This is
computed according to Ref. [31], where it can be
defined as the system certainty in the elected rating.
Basically, two factors are necessary to obtain the
rating reliability. First is the maximum voting
weight that is involved in choosing the elected rat-
ing. Second is all voting weight values associated
with each rating value in the rating scale. The notion
of reliability is that the less reliable an elected value
is, the more liable it is to be inaccurate. According to
Ref. [31], the reliable value RLu;j of the elected rating
~ru;j of the active user's unknown items j2 I0u can be
computed as follows:

RLu;j ¼
max

�
vwj

u;v

�
X

r 2scale

vwj
u;v

;cv2TNu ð10Þ

where RLu;j is the rating reliability of the elected
rating ~ru;j on an item j2I0u. It is in the interval ½0; 1�.
Further, scale is the rating range, which is ½1�5� in
Epinions and ½0:5�4� in FilmTrust. Regarding the
actual ratings, their reliability will be the highest
RLu;i ¼ 1 for all items i2Iu.

3.5. Linear combination of two prediction methods

By the end of the election process, every item i2 I
will be associated with two values, actual ru;i or
elected ~ru;i rating and identical reliability RLu;j. Thus,
a new preference profile is provided for every user
u2U. Depending on this new profile, the user-
based CF algorithm can be applied for prediction
ratings. Therefore, two steps are conducted next.
Firstly, the trust similarity among users is calculated

in terms of the reliable Pearson Correlation Coeffi-
cient (RPCC) which is the same version of PCC in
addition to incorporating the rating reliability value
so as to reduce the impact of less reliable elected
ratings. The RPCC formula is:

Tsimu;v¼
P

i2Iu;vRLu;i ð~ru;i � ruÞðrv;i � rvÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Iu;vRLu;i

2 ð~ru;i � ruÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Iu;vðrv;i � rvÞ2
q

ð11Þ

where Tsimu;v2½�1; 1� denotes the trust similarity
between u and v. It is important to note that
Tsimu;u ¼ 1 due to the user u being part of his trusted
neighbors TNu. A trust similarity threshold (qTsimu;v ¼
0) can be set to filter in only the positive relations
among users. The filtered users are then added to
the group of nearest neighbors NNu.

NNu¼
�
v
��Tsimu;v > qTsimu;v ;v2U

� ð12Þ
It is noteworthy that we have selected the top-

K method to determine the neighborhood, which is
optimal at K ¼ 25, as selected in the ITRA model
[24]. Secondly, the prediction of unrated items can
be computed by collecting all the ratings of u
nearest neighbors NNu on the target item j and
multiplying it by their trust similarity with the
active user. The similarity weight assures more
influence for the most like-minded neighbors to
the active user. The CF prediction formula is as
follows:

ru;j¼ ru þ
P

v2NNu
Tsimu;v

	
rv;j � rv


P
v2NNu

jTsimu;vj ð13Þ

where ru;j refers to the predicted value of the un-
rated item j obtained from the trust similarity. In
order to answer the second research question, we
include an examination of the impact of mixing
original ratings and trust-elected ones on the CF
prediction outcome. Therefore, in addition to the
above method based on trust similarity, we present
a method that depends only on the original rating
similarity. This is calculated using Equation (1) and
repeating Equations (12) and (13) by replacing trust
similarity Tsimu;v with the original rating similarity
rsimu;v to obtain the prediction result r

¼
u;j from them.

Then, we linearly combine the results of the two
methods by incorporating a contribution weight CW
ranging from 0 to 1 and observing the results to set
the appropriate weight that gives the best possible
prediction and coverage, as follows:
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bru;j¼

8>>>>>>><
>>>>>>>:

ru;j:ð1�CWÞþr
¼
u;j :CW;ifru;j>0andr

¼
u;j>0

r
¼
u;j;ifru;j¼0and r

¼
u;j>0

ru;j;ifr
¼
u;j¼0andru;j>0

0;otherwise

ð14Þ

where bru;j refers to the final predicted value of the
unrated item j after involving the two prediction
results ru;j and r

¼
u;j. These are the predicted values

obtained from the trust and original rating similar-
ities respectively. We note from the above equation
that if one of the two outcomes is greater than zero,
it is taken in full without adding the contribution
weight to it. However, when they are not available
(both are zero), the last result will be zero.

4. Experimental evaluation

We conducted our experiments to verify the out-
comes of the proposed approach on two real-world
datasets, namely FilmTrust and Epinions. Four pop-
ular metrics (MAE, RMSE, Rating Coverage and F-
measure) were used to evaluate the results of the
proposed approach against the other compared
methods. Our aim was to discover how the linear
combination of the twopredictionmethodswith their
contributionweight can improve prediction accuracy
and coverage in addition to the position of our pro-
posed approach compared with its counterparts.
Two datasets (FilmTrust and Epinions) were ob-

tained for the experiment and for evaluation pur-
poses. In addition to the rating information
contained in these datasets, explicit trust relations
were found as additional information. The statistics
of these datasets are summarized in Table 1. It is
worth mentioning that our experiments were con-
ducted on a 64-bit OS Windows 10 Pro, Intel®
Core™ i3-3120M CPU 2.50 GHz, 4.00 GB of RAM
(3.82 GB useable) computer. This is why, due to
RAM limitations, we randomly sampled from the
large-scale Epinions dataset.
In order to evaluate the prediction accuracy of our

approach, three methods (Merge, EIMerge, and
ITRA) were selected that utilized the “merge”
mechanism of rating in their implementation and
applied to the same datasets (FilmTrust and Epi-
nions). These methods are compared with our pro-
posed approach.

4.1. Evaluation metrics

For the purpose of assessing the performance of
our proposed approach, the major metrics were
derived from the comparable models for a fair

comparison with them. Two commonly used mea-
sures, namely MAE and RMSE, are used to accu-
mulate the errors between the estimated and actual
ratings for all testing data. The third important
metric, called RC, is used to compute the prediction
coverage proportion. The fourth was introduced
because both coverage and accuracy (the inverse of
error) are two essential metrics to measure the
overall productivity of a model. These can be rep-
resented together through an aggregate measure.
According to Ref. [22], F1 is a measure that takes
into account both coverage and accuracy to assess
the overall performance in a balanced manner. It is
calculated as follows:

F1¼ 2 : iMAE : RC
iMAEþ RC

ð15Þ

where iMAE is defined as the inverse MAE as
formulated in Ref. [22], which is the accuracy of
prediction normalized by the maximum and mini-
mum numbers in the rating scale. Accuracy is better
when the iMAE values are higher.

iMAE¼1� MAE
rmax � rmin

ð16Þ

4.2. Results and discussions

In this section, we performed extensive experi-
ments to show the efficiency of our approach in
comparison to similar approaches in answering the
research questions with which every experiment
began. The analysis process and detailed findings
are presented below.

A. Final prediction result based on contribution
weight (CW)

The main step for the final rating prediction is to
calculate the results of the two methods. These
depended on the nearest neighbors NNu with their
trust and original rating similarity values (Tsimu;v
and rsimu;v). The values mentioned are both ob-
tained from Equations (11) and (1) respectively.
Their results, however, are separately computed
with Equation (13) to obtain ru;j and r

¼
u;j). This pro-

cess is done by using an important parameter (viz.,
contribution weight) in their linear combination
(refer to Equation (14)). Our idea involves an ex-
amination of the impact of mixing the original and
trust-elected ratings on the final prediction
outcome. According to this notion, we vary the
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contribution weight values from 0 to 1 in increments
of 0.1, as shown in Fig. 3.
Through our experiments, it was concluded that

the optimal value of the contribution weight is 0.9
and 1 on FilmTrust and Epinions respectively. This
means the larger this weight, the more accurate
the results and vice versa. In this situation, the final
prediction outcome bru;j will be dependent to a large

extent on the result of the original rating method r
¼
u;j

(refer to Equation (14)). Yet, if this is not available, the
result of the trust-elected rating method ru;j is taken.
The final prediction results follow the same

pattern when applied to both datasets. In terms of
all measures, the best result is obtained when the
contribution weight value is high (viz., 0.9 or 1), as
the F1 values shown in Fig. 3.
The high weight values, see the first part of

Equation (14), indicate that the original (pure) rat-
ings have a significant role in calculating the final
prediction value bru;j. The matter is logical given that
they were placed explicitly and spontaneously by
the user (i.e., they were not implicitly inferred). This
clarifies the high accuracy of pure rating in the
combination process as it has contributed the largest
share (viz., 0.9 of the value). Trust-elected ratings,
nonetheless, play an influential role in supporting
the original ratings, albeit with a small ratio contri-
bution within the combination process. Still, they
are very important to increase the coverage and
accuracy of the prediction.
In case of inability to calculate one of the two

methods’ predictions (ru;j, r
¼
u;j) owing to the sparse

nature of the rating and trust relations matrices, the
available prediction value is taken as shown in the
second and third parts of Equation (14). This is
another reason why to rely significantly on the
original ratings when there are no trust-elected ones
or to depend entirely on the latter to compensate for
the absence of the former. This leads to an increase

in the coverage and accuracy of the final prediction,
which reflects positively on the overall performance.
Indeed, mixing the prediction result of original

and trust-elected ratings by linearly combining
them using the optimal value of contribution weight
could increase the coverage and accuracy of the final
estimated value bru;j. This superiority is attributed to
how we formulate Equation (14), which takes the
available results of the two methods to calculate the
final prediction values. Figs. 4 and 5 illustrate the
rating coverage ratios of our approach versus the
comparison methods on both datasets.
According to Figs. 4 and 5, we note the dominance

of our proposed approach in covering predictions
compared to the othermethodsmentioned in the next
section. A confirmation of the foregoing clear state-
ment on the importance of the predictions elected by
trust in raising this pivotal coverage metric and the
overall F-measure as shown in Table 2.
In the end, through this section, the second

research question is answered. It is related to con-
firming the support of the trust-elected ratings to
the original ones. Thus, the rating coverage of

Fig. 4. The rating coverage ratios on FilmTrust.

Fig. 5. The rating coverage ratios on epinions.Fig. 3. The contribution weight experiment.
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predictions is improved in addition to maintaining
their accuracy at a high level.

B. Comparison with other methods

For all the previously mentioned comparable
methods, we recorded the available results on two
datasets (FilmTrust and Epinions) as found in their
respective papers [22e24] and as illustrated inTable 2.
In this section, we will illustrate our findings using

the weighted voting technique on both datasets
used. We return to section 3.3, which explains
Equation (8) that calculates the most crucial factor in
this technique, namely, the voting weight vwu;v. In
order to describe the effect of this weight on the
results of our proposed approach in the two datasets
as shown in the last column of Table 2, we consider
the proportions of parameters (a, b, Y), which
participated in the voting weight calculation.
With a deep look at Equation (8), we notice that

the a value associated with the value of the trust
relation increased from 0.5 in FilmTrust to 0.7 in
Epinions. This indicates that the trust network
density of users in Epinions is larger than that in
FilmTrust. It positively led to a rise in the prediction
coverage of the second group in Table 2 (see the RC
metric). Conversely, the b value associated with the
value of the original rating decreased from 0.3 in
FilmTrust to 0.2 in Epinions. Looking at Table 1, we
see that the average rating in FilmTrust is greater
than the sampled Epinions. This indicates that the
rating density of the original matrix in the former
dataset is greater than that in the latter. It results in
an increase in the prediction accuracy of the first
group in Table 2 (see MAE and RMSE metrics).
The diversity of the parameters’ values (a, b),

which assisted in calculating the voting weight to be
compatible with the characteristics of each dataset,
showed a clear advance in our proposed approach
represented by the F1 values (see Table 2) obtained
from the accuracy and coverage metrics (refer to
Equation (15)).

According to Table 2, the ITRA model was the
worst on FilmTrust in terms of all metrics. Similarly,
the Merge method had the worst performance on
Epinions based on only MAE and RC (because the
RMSE metric was not included in their evaluation).
This explains why the two methods did not benefit
from the step of aggregating trust relations (refer to
section 3.2 (a)) before the trust propagation step,
which would expand the pool of users who might be
candidates to contribute their ratings to the “merge”
process within the rating matrix. Differently, the
trust aggregation step is utilized by our approach
and the EIMerge method, which obviously shows
their superiority in both data sets (see Table 2).
The EIMerge method was tested only on Film-

Trust and achieved better accuracy (MAE) relative
to the other comparison methods. Yet, it is still
behind our approach as the second best, although it
exploits the trust aggregation step. The superiority
of our approach is due to reaching the 3-step
propagation of trust relations. On the other hand,
they were propagated by 1-step or 2-step within the
EIMerge. Moreover, the most prominent reason is
to alternate the weighted average technique with
the election by weighted voting. This would get rid
of the redundant details of error between the
computed prediction and the actual one.
According to Figs. 4 and 5, the rating coverage of

our approach is better than the comparison methods
on both datasets. Uniquely, we leveraged any pre-
diction available in both the original and trust-
elected ratings (refer to Equation (14)), which jus-
tifies this coverage vantage by affirming the positive
support of the trust-elected ratings to the original
ones.
Our approach and ITRA were the only two ap-

proaches that considered the RMSE in their experi-
ments. Thus, depending on this metric, the
performance was competitive between them on both
datasets. Specifically, our approach outperforms on
FilmTrust. In contrast, ITRA had a slightly better
RMSE value on Epinions compared to our approach.
This slight regression of our approach is due to two
things. Thefirst is thatwe relied on a sample Epinions
dataset, which may have affected the distribution of
the original ratings. The second, which is a more
convincing one, is that our approach achieved a
coverage rate much higher than that achieved by the
ITRA model. Subsequently, our approach is totally
better in terms of the F1 measure (see Table 3). It is
worth noting that for the purpose of comparison, we
calculated the value of the F1 measure for the ITRA
model as it is not available in their research.
According to the results shown in Table 2, our

approach has outstanding prediction outcomes in

Table 2. The predictive results on FilmTrust and Epinions datasets.

Datasets Metrics Methods

Merge
[22]

EIMerge
[23]

ITRA
[24]

Election

FilmTrust MAE 0.708 0.6819 0.9050 0.4191
RMSE N/A N/A 1.0756 0.5916
RC (%) 95.06 95.23 69.24 96.62
F1 0.8674 0.8726 0.7160 0.9212

Epinions MAE 0.820 N/A 0.7181 0.6181
RMSE N/A N/A 0.8200 0.8362
RC (%) 80.02 N/A 86.98 97.77
F1 0.7976 N/A 0.8444 0.9068
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bothdatasets except for theRMSEmetric onEpinions,
which is already justified above. Nevertheless, our
approach consistently outperforms the ITRAmodel in
both datasets. In particular, ourMAE valuewas better
since we used the weighted voting technique as an
alternative to theweighted average. Another reason is
the formulation of Equation (14) that utilized any
prediction available in both the original and trust-
elected ratings. Thus, our RC valuewas excellent. As a
result, the F1 valueof our approach ishighly improved
compared to the ITRAmodel.
For a better look at the overall improvement that

our approach achieves, we further calculate the
improvement ratios that our approach makes
compared to the comparison methods in terms of
the F1 measure, as illustrated in Table 3. The
improvement values on each dataset were obtained
by subtracting the F1 values of our approach from
the F1 values of other methods. The more positive
the difference between our approach and the other
methods, the more improvements we made.
Eventually, in this section, the first research ques-

tion is answered. It is related to the ability of our
proposedmethod (the election byweighted voting) to
give a better result as displayed in Table 3. Such re-
sults justify the preference for using the weighted
voting technique over the weighted average one.

5. Conclusions

In thiswork,we tookadvantage of several successful
functions used in the latest CF methods and imple-
mented the election by weighted voting. In particular,
the process of eliciting implicit trust by adopting trust
propagation has considerably helped to reduce the
sparsity problem. Indeed, our method, which elects
ratings to enrich users’ preference profiles, greatly
assists in decreasing the noise of theweighted average
technique used mostly in CF methods. Additionally,
we calculate the reliability of elected values with
RPCC, which contributes to more balanced results.
Finally, we found that mixing the methods of original
and trust-elected ratings contributes positively to
extending the prediction coverage and increases its
accuracy due to how we formulated Equation (14),
which takes the available results of the twomethods to
calculate the final prediction.

Extensive experiments were conducted on two
real-world datasets, which showed that our pro-
posed approach outperformed all comparable al-
gorithms in terms of coverage and accuracy. As a
future direction, we intend to develop our approach
by exploiting the other properties of trust theory,
namely dynamic trust and context dependence.
These aspects might provide the system with more
trustworthy neighbors, thus improving the predic-
tion accuracy of RSs.
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