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One of the important applications that organize people's lives is the 

applications that relate to organizing the traffic regulation, detecting violators, 

detecting stolen cars, and managing car parks. Recognizing the license plate 

number (LPN) crosses the basic process in all previous applications. This process 

is affected by the surrounding light conditions while taking an image of the car. 

In addition to these problems, the plates of modern Iraqi cars (the so-called 

German number) suffer from words in silver color printed on the plate, which 

causes a senior problem when locating the LPN and recognizing it. To solve these 

problems, we presented in this research a comparison between the use of the SIFT 

and Contour algorithm in locating the LPN. While using CNN training models to 

recognize the PN achieved higher results than template matching. 
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1. Introduction 
The primary means of transportation at present is the car. 

So that to regulate traffic and keep people safe, it is 

necessary to have systems characterized by accuracy in 

detecting drivers violating traffic laws, detecting stolen 

cars, or even in parking management [1,2]. Any system to 

recognize plate numbers passes through three primary 

stages: capturing the image of the car, locating the LPN, 

and finally recognizing the number [3].  

The type of camera, camera position, and lighting 

conditions while taking the image all affect the image 

quality. The image quality of the captured image 

dramatically affects the final results of any system [4,5]. 

Therefore, preprocessing the image to improve its quality 

is considered one of the critical stages before determining 

the location of the license plate number [6]. Many filters 

can enhance the quality of an image, such as the Median 

filter, Sobel filter [7], and Gaussian filter [8]. 

Determine the location of the LPN in the image and 

isolate it from the rest of the image It is the basis of the 

work. Researchers have provided many algorithms for this 

purpose, Such as edge detection algorithms, which depend 

on defining the edges of all shapes in the image and then 

segmented the rectangular shape from them, like Sobel 

filters [9], Gabor filter, canny edge detection [10,11]. Some 

researchers relied on locating the LPN using color features 

[12]. Other researchers determine the location based on 

extracting the characteristics of the plate, Like the use of 

the (SIFT) algorithm [13]. Other researchers have used 

feature learning algorithms to determine the location, such 

as Viola_jones [14], CNN and YOLO [15,16,17]. 

After locating the LPN, the stage of identifying the 

numbers comes. One of the researchers dealt with LPN as 

a single image without extracting their numbers. Then 

match them with other LPN in the database using different 

algorithms, like matching templates [18], SIFT [19], CNN 

[5], etc. Or the letters are extracted from the PN and then 

matched using the OCR [20,21]. 

The colors and the writing language of the numbers 

differ from one country to another, so sometimes, different 

processing methods are needed. Iraqi LPN are divided into 

three types: The central and southern governorates used 

two types, the old model issued before 2003 and a modern 

model after 2003. The northern governorates use another 

model [22]. The old model before 2003 and the model used 

in the north of governorates are currently under change, so 

this research focuses on the model after 2003, the most 

common model among the three models. 

 

2. Related Works 
In (2017), the researchers proposed a PN detection system 

that first uses a Top Hot filter to remove small parts of the 

image with less than 70 pixels. Then using Otsu's 

thresholding to convert the image to a binary image. Then 

use the deletion method to delete parts whose area is less 

than 50 pixels. After locating and segmented the PN, they 

classified it into three types according to the area. If its area 

is less than 120, it is considered the old model. If it is less 

than 155, it is considered the modern model. Finally, if less 

than 200, it is considered the northern model. Then they cut 

and extract the numbers using. As for revealing the 

numbers, it was done after matching them with templates 
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for numbers and letters that were previously stored. The 

template that gets the highest correlation is stored in a text 

file. The system has achieved an accuracy of up to 86.6%. 

The database used consists of 40 images taken in different 

lighting conditions [22]. 

In (2019), A template for the LPN, is designed, devoid 

of numbers and written words, then uses the object 

detection features to search for the location of the license 

plate number in the image. Then the system searches for 

the numbers inside the LPN after cutting it. The system 

uses a template matching algorithm to search for numbers 

by prepared number templates and stored in a database in 

advance. The system has been tested on 50 images of 

German-type LPN. The system verifies the numbers and 

neglects the letters on the LPN. The proposed system 

achieved an accuracy of 96% [23]. 

In (2020), the researchers proposed a three-stage 

number detection system. The first is to locate the LPN, the 

second is to segment letters and numbers, and the last stage 

is to identify the number of the plate. Canny edge detection 

was used at the stage of locating the LPN. Then 

binarization of the care license plate. Connect component 

analysis algorithm was used for segmenting the letters and 

numbers from the binary image. In the last stage, ANN was 

used to recognize the LPN. The network was trained using 

460 images of letters and numbers. The network outputs 

are categorized into 10 Indian numbers and 14 Arabic 

letters. The proposed system achieved an accuracy of 91% 

[8]. The proposed system did not specify the number of 

images for each letter or number used for training and did 

not specify the method of evaluating the accuracy of the 

trained network. 

In (2022), The PN location was determined using the 

SSD algorithm. CNN model were used to recognition LPN. 

This CNN models contains 22 classes, 10 classes for 

numbers from 0 to 9, and 12 classes for letters. Moreover, 

1200 images trained the other model to recognize the 

names of the governorates. However, the system achieved 

an accuracy of 98% after testing it on 500 images. In 

addition, the system did not consider the letters containing 

dots when extracting the letters, as it specified the space of 

the symbols to be extracted between 200 and 2800, given 

that zero is the smallest object and the space is up to 200. 

The network was also trained on 12 letters only, without 

specifying what the letters are, knowing that there are 

currently 16 letters used on the number plate of Iraqi cars 

of the German type [24].  

 

3. Proposed Approach 
The research aims to find an efficient way to recognize the 

number of Iraqi license plates, especially for cars with the 

word Iraq printed on their number plates in silver color. 

These words cause a change in the characteristics of the 

outer edges of the PN and the numbers. The system 

consists of several stages, as follows: 

 

 

1- Database preparing: 

There is no database of Iraqi car numbers announced or 

used to compare previous research and the proposed 

system. Therefore, a database for the proposed system was 

created, and more than one method was tested in both the 

number plate extraction and the number discovery phases. 

A Samsung mobile phone camera captured 160 images for 

the database. Images were taken under different lighting 

conditions and at different angles.  

 

2- Locate and segment the PN: 

This stage is considered one of the critical stages in the 

system. Because to locate the PN, we need to define its 

outer edges. The system faced many problems, including 

writing the word on the LPN in silver color where the word 

is written in different positions on the edges and numbers, 

which leads to a change in the properties of the edges for 

both the PN and the numbers themselves, As shown in 

Figure 1. In addition to many other problems such as 

rotating the image and changing the brightness and noise. 
 

   
Figure 1. An example of modern car plate numbers. 

 

The first problem that the proposed system will begin 

to solve is the problem of image rotation by using 

Projective transformations, which vary depending on the 

camera's position while taking the image. Projective 

transformations Increase the accuracy of the proposed 

system in detecting the features of objects in the image 

after adjusting the image coordinates [25,26]. Projective 

Transform Matrix has eight parameters (k11-k32) to 

transform (x,y) pixel coordinate to (x1,y1) pixel coordinate, 

as shown in equations (1,2,3). 

[
𝑥1
𝑦1
1

] = [
𝑘11 𝑘12 𝑘13
𝑘21 𝑘22 𝑘23
𝑘31 𝑘32 1

] [
𝑥
𝑦
1

]  …(1) 

𝑥1 =
𝑘11+𝑘12+𝑘13

𝑘31+𝑘32+1
  …(2) 

𝑦1 =
𝑘21+𝑘22+𝑘23

𝐾31+𝐾32+1
  …(3) 

The parameter's values are determined according to the 

image's angle, as shown in Figure 2. 
 

 
Figure 2. An example of rotating a car image. 
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The second problem that needs to be addressed is the 

problem of noise in the image. A bilateral filter was used 

to improve the captured image quality, which is 

characterized by smoothing the image, removing noise, 

and preserving edges simultaneously [27,28]. The bilateral 

filter has four parameters: input image, neighborhood 

diameter, sigma Color, and sigma Space.  

After adjusting the rotation of the image if it needs to 

be modified and noise removed, it comes to the stage of 

locating the LPN and definitely. Two methods have been 

tried, SIFT and contour. The steps of their work and the 

final results will be explained separately. 

 

2.1 Using SIFT to find the plate location: 
SIFT is used to search for an object within an image or a 

two-image match. Four models of the license plate number 

were designed. The forms are devoid of numbers but 

contain the words that indicate the type of car, whether 

carrying, private, taxi, or government. In the proposed 

system, SIFT is used to detect and describe key points for 

all models of car PN images, as shown in Figure 3. 
 

 
Figure 3. Models of the license plate number used with 

SIFT. 
 

Then the key points are stored in a vector of 128 values. 

The SIFT repeats the same previous steps with the target 

car image. Keypoint descriptors are matched for each 

model individually with the keypoint descriptor of the 

target car image. Extract good keypoint according to the 

test ratio. The system determined the plate model that has 

the largest good keypoint. Then, determine the plate 

number's location in the target car image according to the 

locations of the good key points. Rotating the image to the 

appropriate position effectively contributed to improving 

the results, as shown in Figure 4. 

 

   
Figure 4. Locate the PN by SIFT. 

 

Despite the efficiency of the SIFT, it suffers from the 

problem of slowness in detecting the location of the plate, 

so a second method was used, which is the contour method, 

to locate the plate position. 

 

2.2 Using contour to find the plate location: 
A contour is a curve linking all the same-colored points 

along a border. Detecting image contours helps find image 

boundaries. Closed curves are different from edges. 

Thresholding an image before extracting contours 

improves its accuracy. Therefore, three different degrees of 

threshold (90,120,190) were used to solve the problem of 

diverse lighting and the color of the car compared to the 

color of the PN, as shown in Figure 5. Threshold values 

were manually determined by the experiment. 
 

   

   
   Threshold (90)   Threshold (120)  Threshold (190) 

Figure 5. Using three different degrees of the threshold. 
 

The LPN is rectangular, so the object that contains four 

sides are segmented. Here, another problem appeared: 

segmenting the incorrect parts due to other objects in the 

car characterized by their square shapes. The problem is 

solved using the following equation: 

𝑧 = 𝑊 𝐿⁄   

where W represents the width and L represents the 

rectangle's height, the object is segmented if the value of 

Z is between 2 and 2.5. The final results on the dataset 

proved that the contour was superior to the SIFT in terms 

of speed and accuracy. The SIFT achieved an accuracy of 

86.2. The contour achieved an accuracy of 88.7. 

 

2.3 Using OCR to recognize plate numbers: 
Many researchers have used the method of matching 

templates matching or artificial intelligence networks to 

identify numbers. The two methods have been tried on the 

database, but in a different ways to solve the problem of 

writing that appears above the numbers, as follows: 

 

1- OCR Using templet matching:  

After locating the plate and segmenting it, converting it to 

a binary image, then using the erosion morphology method 

to fill in the small white spaces in the numbers and letters, 

the Arabic numbers and letters are extracted using the 

contour. The small English numbers are eliminated by 

extracting objects that exceed an area of only 200. Finally, 

the extracted numbers and letters are matched one by one 

with pre-prepared templates. The template with the highest 

matching score is placed in a list. 

This method is faster and less costly in terms of 

calculations, compared to using CNN. But its accuracy is 
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low, especially after using erosion on the numbers, which 

led to many prediction errors. 

 

2- OCR based on CNN:  

In this method, the initial stages of extracting numbers are 

similar to the previous method, where the image is 

converted to binary and the contour is used to find the outer 

limits of the number. But the difference is that after 

determining the outer limits of the numbers, a special 

function is used whose function is to find the rectangular 

perimeter closest to the outer limits of the number. The 

number is then cut from the color extracted PN according 

to the rectangle's boundaries. The images of numbers and 

letters extracted from the PN are then recognized using two 

pre-trained CNN models. 

The CNN used to distinguish numbers was trained on a 

database containing 10 numbers from 0 to 9. Each number 

has 160 photos. CNN for letters was trained on a database 

of 16 letters for each letter 50 images. Letters and numbers 

were cut manually and in equal sizes from images of 

different license plates taken in different lighting 

conditions. Figure 6 contains sample images from the 

databases used in CNN training. 
 

 

 
Figure 6. Samples of images used in network training 

 

This CNN model has been used to train two models, 

one for numbers and the other for letters. In two models, 

the database was divided into 0.8 for training, 0.1 for 

validation, and 0.1 for testing.  

To avoid the poor performance of the CNN model, 

which leads to overfitting problems, earlier stopping and 

checkpoint strategies are used. Early Stopping is used to 

stop training when the validation error reaches a 

minimum,[29]. While in a checkpoint, the model will only 

be saved if its validation set performance is the best[29]. 

The general structure of the proposed CNN model to 

classify the letters is illustrated by the following layers: 

1. Convolution layer with 32 filters, a kernel size of (3*3), 

and a stride of one. The size of the input image is 32 * 

32*3. The type of activation function is ReLu in this 

layer. 

2. Convolution layer with 32 filters, a kernel size of (3*3), 

and a stride of one. The type of activation function is 

ReLu in this layer. 

3. Max pooling layer with a pool size (3*3). 

4. Convolution layer with 64 filters, a kernel size of (3*3), 

and an interaction function of type ReLu. 

5. Convolution layer with 64 filters, a kernel size of (3*3), 

and an interaction function of type ReLu. 

6. Convolution layer with 64 filters, a kernel size of (3*3), 

and an interaction function of type ReLu. 

7. Max pooling layer with a pool size of (3*3). 

8. Convolution layer with 128 filters, a kernel size of (3*3), 

and an interaction function of type ReLu. 

9. Max pooling layer with a pool size of (3*3). 

10. Flatten layer. 

11. Dense hidden layer with 128 neurons, with ReLU 

activation function. 

12. The last layer is the dense output layer with 16 neurons; 

one neuron for each class. The type of activation 

function is sotfmax in this layer. 

Figure 7 contains a graph showing the topology of the 

proposed CNN model. 
 

 
Figure 7. The proposed topology CNN model to 

recognition of symbol. 
 

In order to evaluate the network performance, the 

Confusion Matrix and the classification report were used. 

The confusion matrix is one of the most important parts of 

classification metrics. The confusion matrix is a table that 

categorizes the number of correct and incorrect predictions 

by the response type, where it contains a set of values the 

are :true positives (TP), false positives (FP), false negatives 

(FN) and true negatives (TN), as show in Figure 6, [30]. as 

shown in Figure 8. 
 

 
Figure 8. Confusion matrix [30]. 

 

The network performance can be better understood and 

analyzed using measurements other than the confusion 

matrix. Most of these measurements are based on values of 
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the confusion matrix[31]. Among the most famous of these 

measures are the following: 

1- Accuracy: It shows the number of cases that were 

correctly labeled, and it is calculated according to the 

following equation [31]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   

2- Preision: It is worked out by finding the percentage of 

cases that were marked as positive. A model that gives more 

relevant results than irrelevant results has a higher precision 

value. It is calculated according to the following equation 

[31]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  

3- Recall: It is worked out by finding the percentage of 

"positive" cases that were labeled as such. A high recall 

value means that a model finds most of the right answers, 

even if it also finds some wrong answers. Recall is 

calculated according to the following equation[31]:  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
   

4- F-Score: It is the middle ground between precision and 

recall.is calculated according to the following equation [31]:  

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   

The number of observations in each class is a measure 

of support. Figures 9 represent confusion matrices 

describing the classification's performance of CNN models 

for recognizing letters and digits. While Table No1 

contains the results extracted from the classifier's report to 

describe the performance of CNN training models to 

recognize letters and digests, respectively. 

 

     
Figure 9. Describe the classification's performance of CNN models for recognizing letters and digits. 

 

Table 1. results of classifier's report to recognition letters. 

Class Precision Recall f1-Score Support 

0 1.00 1.00 1.00 6 

1 1.00 0.75 0.86 4 

2 0.75 1.00 0.86 3 

3 1.00 1.00 1.00 5 

4 1.00 1.00 1.00 3 

5 1.00 1.00 1.00 6 

6 1.00 0.86 0.92 7 

7 1.00 1.00 1.00 2 

8 1.00 1.00 1.00 9 

9 1.00 1.00 1.00 7 

10 1.00 1.00 1.00 6 

11 1.00 1.00 1.00 2 

12 1.00 1.00 1.00 3 

13 1.00 1.00 1.00 7 

14 1.00 1.00 1.00 7 

15 0.75 1.00 0.86 3 

 

The following figure illustrates by graphing the data in 

Table No. 1 

 

 

 

 
Figure 10. Results of classifier's report to recognition 

letters 
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Table 2. Results of classifier's report to recognition digits. 

Class Precision Recall f1-Score Support 

0 1.00 1.00 1.00 19 

1 1.00 1.00 1.00 18 

2 1.00 1.00 1.00 21 

3 1.00 1.00 1.00 14 

4 1.00 1.00 1.00 19 

5 1.00 1.00 1.00 15 

6 1.00 1.00 1.00 13 

7 1.00 1.00 1.00 23 

8 1.00 1.00 1.00 10 

9 1.00 1.00 1.00 8 
 

The following figure illustrates by graphing the data in 

Table No. 2 
 

 
Figure 11. Results of classifier's report to recognition 

digits. 
 

From the previous results, it is noted that the CNN 

model can recognize the letters with an accuracy of up to 

97.4. while the CNN model for distinguishing numbers 

has achieved an accuracy of up to 100% on the test data. 

 The programming language used to implement the 

proposed system is Python. 

The previous methods were combined to design a 

comprehensive system capable of locating and segmenting 

the LPN and then extracting numbers and letters to 

recognize them. The final results of combining the 

methods are shown in the following table: 

 

 

 

 

 

Table 3. The final results of the combination of methods 

of segmenting and recognition of the LPN. 

Methods Accuracy Speed 

SIFT and templet 

matching 

48.17 7.8418 

Contour and templet 

matching 

72.53 0.2343 

SIFT and CNN 89.13 5.5232 

Contour and CNN 96.47 2.177 

 

Algorithm 1 illustrates the steps of Recognition the LPN 

Using CNN models. 
 

Algorithm 1. Recognition the LPN Using the 

contour method and CNN models 

Input  the car image 

Output A list of LPN symbols 

Step1  begin 

Step2 Using the bilateral filter to remove 

the noise 

Step 3  Convert the image to binary using 

an appropriate threshold 

Step4  Using the contour method to locate 

and cut the PN of the car 

Step5 Converting the deducted LPN to a 

binary image using the same 

threshold level as the previous one 

Step 6 Extracting numbers and letters from 

the LPN using the contour as well 

Step 7 Using CNN-trained models to 

identify the LPN 

Step 8  End 
 

The following figure contains pictures as examples 

illustrating the steps mentioned in the algorithm above. 
 

 
Figure 11. Examples illustrating the steps mentioned in 

the Algorithm 1. 
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Comparing the proposed system with previous 

works: 
It is difficult to compare the proposed system with 

previous work in the same field of research due to the lack 

of a published database of Iraqi car numbers that was used 

in this research. Nevertheless, we made a general 

comparison with the research previously mentioned in the 

related works in terms of the type of problems that were 

not addressed as follows: 

• In (2017): the researchers did not address the problem 

of having silver color writing above the numbers. In 

addition to, decreased accuracy due to the use of 

template matching method.  

• In (2019): the researchers use a template prepared in 

advance to find the location of the LPN free of symbols 

using the method of templates matching, but this model 

did not take into account the presence of writing in silver 

color over the number plate. 

• In (2020): The researchers used ANN to recognize the 

number plate, where the model was trained using 14 

letters and 10 numbers. The system did not clarify how 

to distinguish between the number zero and the dots 

above the letters, then the number of letters used so far 

is 16, while the system used only 14 without mentioning 

what letters are used. 

• In (2022): The researchers used CNN to recognize the 

number plate, where the model was trained using 12 

letters and 10 numbers. The system did not clarify how 

to distinguish between the number zero and the dots 

above the letters, then the number of letters used so far 

is 16, while the system used only 14 without mentioning 

what letters are used. 

• The proposed system: In comparison with previous 

research, the system has solved the problem of having 

silver color writing above the LPN. In addition to 

solving the problem of similarity between the number 

zero and the presence of dotes above some letters, where 

the letters were separated manually, as for the numbers, 

the contour was used to divide them, and two CNN 

models were used, one for the numbers and the other for 

the letters. The litter CNN model contains 16 characters, 

which are all the characters used so far. The system also 

dealt with the problem of image rotation to a degree that 

leads to a decrease in the accuracy of the results, which 

were not addressed in any of the previous systems, In 

addition, we focused in our research on improving the 

quality of images and increasing the number of samples 

in the database for each symbol used in training the CNN 

model, which contributed to raising the accuracy of the 

system. 

 

4. Conclusions 
The proposed system aims to build an integrated system 

capable of quickly and accurately identifying LPN. The 

proposed system can be used in several applications such 

as detecting stolen cares, reducing traffic accidents, 

organizing parking lots, etc. To determine the location of 

the LPN, two methods were tested, namely the SIFT and 

the contour. The results of the comparison between the 

two methods proved that the contour is faster and more 

accurate than SIFT. To recognize the LPN, two methods 

have been tried, namely, matching templates and CNN. 

The final results proved that the use of contour and CNN 

to recognize the LPN is more accurate and faster. The 

proposed system achieved an accuracy of up to 97.4% 
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