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Abstract

In this paper, we give topologically transitive property to a dynamical system in ergodic theory for there more
we study their effects on Markov chain. We show that the Markov chain is topologically transitive if and only if
(if) its directed graph is irreducible or its transition matrix is irreducible (primitive).
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1. Introduction

Let X be a topological space. The smallest o -
algebra containing all of open subsets of X is
called the Borel o -algebra of X . For any compact
setBe g, wu is its finite measure on S (
i.e. u(X)=1), so that the triplet (X,B,u)is a
probability space. A transformation T: X — X is
said to be:
1.  measurable if T_l(ﬁ)gﬂ (e T is
surjective).
2. measure-preserving if T
and 1(B) = u (T(B)) VB < 8.
In [10], we say that £¢ is T -invariant or that T
preserves i .

3. ergodic (with respect to u ) if T‘l(B):B
forsome B e g3, then u(B)=0 or u(B)=1.

If T is a transformation from X to itself, it is
measure-preserving then ((X, 3, ), T)is said to
be a dynamical system in ergodic theory [9].

is measurable

The direct product space _ﬁ(x,,b’, )i is said to

I=—00
be Markov chain if
P (Xiz1 [ XoXg---Xi) = P(Xjy1 [ %) = Pyx., viez
and Xg, Xq,...Xj;q € X, Markov chain s

denoted by Xp and defined as follows:
XP :{X = (PXiXi+1
The elements of X are called the states of the
Markov chain, therefore X is called state space

that have positive probability, it is assemble into a
row vector called the probability vector and is

denoted by «o. If X ={,2,...,m}then
a=(py, P2,---» Pm) Such

that p; >0 &> pij=1, i=12,...m.
Recall that P, ~ is actually a conditional
probability and that is called the transition
probability for going from the state x; to the
state x;1 . It is convenient to collect the transition
probabilities Py, into a square matrix, called the

transition
M =(Fj),

matrix and is  denoted by
1<i,j<m such that F;20&

glp,j =1, V1<i<m. A probability vector « on
;(_ is invariant under transition probabilities M if
aM=q (ie. i%pi P; = p; )6l I3

The Markov proBabiIity measure of a cylinder set may

then be defined by
e ([Xo. %, - -

This is enough to define the measure on the entire Borel
o -algebra.

Let M =(F;) be a mxm transition matrix and
G =G be its associated directed graph with vertex of
G are the states of X that have positive probability
V ={ie X:p; >0} and the edges of G are the
transitions from one state to another that have positive
conditional probability & ={(i, j):R; >o} [7].
The Markov chain determined by G is defined by
Xp ={x=(Px,,)icz ‘Pxx,, >0 VieZ,x eV},
In this paper, we assume from now on that a transition
matrix M =(F;) and a directed graph G are essential.

In the paper, we define that an ergodic measure-
preserving transformation T with respect to x4 for a

diez I XiXj1 € X , Vi € Z} dynamical system in ergodic theory to be topologically

transitive and show its equivalent conditions. We prove
that the Markov shift op is topologically transitive if
and only if (if ) transition matrix M or directed graph
G or Markov chain Xp is irreducible (M is
primitive).

2. Preliminaries

First we present the fundamental definition

Definition 2.1: [7] A directed graph G is irreducible if
for every ordered pair of vertices iand j there is a
path in G starting at i and terminating at j .

Irreducible directed graph are sometimes called
strongly connected in graph theory. Note that for a
directed graph to be irreducible you need to check that,
for any two vertices iand j, there exist a path from i

to j and a path from j toi.

Xk D) = Pxg Prgxg - kaflxk
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Definition 2.2: [7] [4] Let M be a mxm
transition matrix. We call the transition matrix
irreducible if V1<i,j<m,an>0 such that

P"% >0 where (P"j) is the
Otherwise M is reducible.
Examples 2.3: When m =3 the transition matrix

matrix M " .

0 05 05

M =|0 0.3 0.7 is irreducible and its directed
1 0 0

graphis :

0.5 0

1
WS ©
0.7
However, the transition matrix
05 05 0
M'={03 07 O is  reducible  because
0 0 1

P'i3=0 & P"3j=0,
vn>0 , I, j=12 andits directed graph is :

0.5

D
Definition 2.4: [2] The transition matrix M is a
primitive if there exists n>0 such that M" has all

0.5

0.7 03

entries strictly positive (i.e. M" >0).
Remark 2.5: Every primitive transition matrix is
irreducible matrix.
The opposite is not always true as we show in the
following example:
1) .
is
0

because

0
Example 2.6: The transition matrix M =(1

irreducible but is not
M"=M or .

Theorem 2.7: A directed graph G is irreducible if
and only if its transition matrix M is irreducible.
Proof: It follows from the definition

Corollary 2.8: If transition matrix M is primitive
then its directed graph G is irreducible.

Proof: The proof is from remark 2.5 and theorem
2.7.

primitive
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Definition 2.9: [5] A Markov chain is said to be
irreducible if, for any pair of states i and j there

exists t >0 such that Pljj > 0.

The following theorem is introduced to show the
relation between irreducible Markov chain and
irreducible graph.

Theorem 2.10: A Markov chain Xp is irreducible if

and only if its directed graph G is irreducible.
Proof: It follows from the definition.
Corollary 2.11: A Markov chain Xp is irreducible if
and only if its transition matrix M is irreducible.
Proof: This is clear.
Corollary 2.12: If M is a primitive transition mxm
matrix, then the Markov chain Xp is irreducible.
Proof: The proof is from corollary 2.8 and theorem
2.10.
3. Transitivity

First we present definition and equivalent
conditions for topologically transitive on dynamical
system in ergodic. Let (Xp,up,op) as defined in the

below be a subsystem of_ ﬁ((x,ﬁ,y),T)i , Where

j=—00
Xp is sequences of states that have positive
conditional probability. Such a sequence is naturally
endowed with a topology, the product topology. The
open sets of the topology are called cylinder sets. These
cylinder sets generate o -algebra, the Borel o -algebra;
it is the smallest (coarsest) o -algebra that contains the
topology. In this section, we show that a Markov shift
op: Xp = X, is topologically transitive if and only if

M is irreducible.
Definition 3.1: [10] [4] Let (X,T)be a dynamical
system. We say that a homeomorphism T: X — X of

a compact metric space X is topologically transitive
if there exists some xe X such that its orbit

Or () ={T"xinez}=L{.. T 2T I xTxT?x,..}
isdensein X ,ie.Or(x)=X .
Definition 3.2: Let ((X,f,4),T)be a dynamical

system in ergodic theory and let T: X — X be a
homeomorphism of the compact metric space X with
T is an ergodic measure-preserving transformation
with respectto 1 where u is a probability measure on

the Borel subsets of X giving non-zero measure to
every non-empty open set. We say T is topologically
transitive if there exists a point xe X such

that £4(Or (X)) = p(X) =1.

In [8] and [10] topologically transitive is called
topologically ergodic.

The following theorem gives equivalent conditions
for ergodic measure-preserving transformation T to be
topologically transitive.

Theorem 3.3: The following are equivalent.
T is topologically transitive.
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If Ecp is a closed set with TE=E then
H(E) = u(X) =1or H#(E®) = u(¢) =0 (O,

equivalently, if Uepg is an open set with
TU =U then #U)=u(p)=0
or u(U) = u(X) =1).

vuVvep Open sets with
pU), uV)>0,adnez such that

aTUNV)>o0.

Proof: (i) = (ii). Suppose that
2#(0O7 (X)) = u(X)=1and let Ex¢ , E
closed (ie.E=E) and TE=E. Suppose W is
openand W < E, W = ¢. Then there exists p with
TP(X)eW cE so that Of(X)cE , X=E and
by ergodicity has measure 0 or 1. Therefore
H(E) = p(X)=1 or u(E*) = u(¢$) =0.

(Or, equivalently: Suppose that
L(OT (X)) = u(X)=1 and let TU=U=g.

Then there exists peZ with TP(x)eU.
Moreover, for any meZ we have that
T"x)eT™PU=U. By ergodicity and
#(Or (¥) = p(X) =1 (ie. UT"(x)cXis

mez
dense). Therefore ,u(L_J):y(X)zl or u(U)=0.
(ii) = (iii). Suppose that U,V € B, U,V = ¢

are open sets with z(U), #(V)>0. Then UJT"U

neZ
is open T —invariant set, so x( UT"U)=1 by
neZ
condition (ii) (ie. UT"U is dense). Thus
neZ
#(UT"UNV)>0 and so 3Jnez with
neZ
u(T"UNV)>0.

(iii) = (i). This is clear.
Let Xp be a Markov chain and up be a unique
Markov probability measure on Xp with transition

probabilities F; then a measure-preserving

transformation op: Xp —> X (ie. pp is op-
invariant) is called the Markov shift [1], and the
(Xp,tp,op) is called the Markov shift system
determined by M = (F;) .

The following theorem gives necessary and
sufficient conditions for op:Xp —>X, to be

topologically transitive.
Theorem 3.4: A Markov shift op is topologically

transitive if and only if M =(F;) V1<i,j<m is
irreducible.
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Proof: Suppose that op is topologically transitive and

let C=[Xg,X1s--»Xeq]: D =X X 1s---5Xn]
be two cylinder sets with
£(C) = 1ep ([X0: Xq5-- -5 Xk—11)
= Pxg, Pxgxy ...PXK*ZXk—l ’

£ (D) = wp ([X1, X141,---5 %Xn 1)

= Px, I:)X|X|+1 T Pxnflxn
Observe that 3In>0 such that op"(C)ND=
U g2 X0 X000 X1 i Xieado- -0 X1 X1 X140 Xn ]
since up(ep"(C)ND) >0 and
pp(op"(C)ND) =
. E’,XH Px, PXOXl ka-1Xk "'PX|-1X| PXIXI+:L ... PXn—lxn >0

. Suppose Xg=i and x,=]j such that 1<i, j<m.

Notice that
m m

PYj=>... >

n=1 r,,—1

|:2|r1 Prlrz --- R

—2fh-1 Prnflj )

But since pi,Fl,Xl,...,PXn_lj > Owe see that
P% >0, V 1<i,j<m, n>o0.  Then M is
irreducible.

Conversely, suppose that for 1<i,j<m,

3n > Osuch that P"jj >0 . Given U,V =0 open sets

with p U), tp (V) >0. We can  choose
[m.i—(m—1),---im] = U such that
ap (M-msiom-1),--dimD =Pi_ B iy Pioin
< upU) >0, for m>0 and
[i—m: J—(m-1)---» Jm] =V such that

tp (Li-ms J—m-1)---ImD = Pj_ Pi_ iy P

jm—ljm
c up(V) >0, for m>0 by hypothesis we can find

n>0 such that P"j > 0. This means that we can

mj—m

find  Xq,...,%Xn_q  such that B, Py,
Psz3 mel i > 0 and then define
wp (op" (U)NV)

= Z pi—m I:zl—mi—(m—l) l:zlmxl . 'PXn—lj—m e ij—ljm >0

. Then we have that p (cp"(U)NV) >0, ie. op
is topologically transitive.

Corollary 3.5: If M is primitive transition mxm
matrix, then the Markov shift op is topologically
transitive.

Proof: Since that every primitive matrix is an
irreducible matrix and by theorem 3.4 then op is
topologically transitive.

Theorem 3.6: A Markov shift op is topologically
transitive if and only if its satisfies one of two
following conditions:

1. G s irreducible directed graph.
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2. A Markov chain Xp is irreducible.
Proof: 1. let op be topologically transitive. By

theorem 3.4 and theorem 2.7, then G is irreducible
directed graph.

Conversely, let G be an irreducible directed
graph. By theorem 2.7 and theorem 3.4, then op is

topologically transitive.
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