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RESEARCH PAPER

SMATS: Single and Multi Automatic
Text Summarization

Siba P. Pati, Rasmita Rautray*

Department of Computer Science and Engineering, Siksha ‘O’ Anusandhan University, Bhubaneswar, Odisha, India

Abstract

In today's world, the rapid growth of textual data on internet sites & online resources makes it challenging for human
being to assimilate essential information. To handle such issues, text summarization (TS) plays an important role.
Through the TS process, a shorter version of the original content is generated to preserve the relevant information. This
study suggests a quantitative assessment of models for single and multi-document summarization based on the sentence
scoring method. Experimentation of the models has been carried out on DUC datasets. A detailed comparative analysis
of the models is reported with respect to the performance of algorithms based on various metrics such as Recall Ori-
ented-Understudy for Gisting Evaluation (ROUGE), Range, Co-efficient of Variation (CV) and Readability score.

Keywords: Extractive text summarization, Ant colony optimization, Bat algorithm, Cuckoo search optimization, Firefly
algorithm, Flower pollination algorithm

1. Introduction

C urrently, humans utilise the internet, social
media, the World Wide Web etc. Extensively,

which has accelerated the rate of information
growth and led to information overload. It inspires
the researchers to give their efforts on text sum-
marization as a solution to this problem. It seeks to
produce a concise or compressed version of the
original text document without losing its core con-
tents, known as summary. Usually, a summary
saves the time to get the required data from the
document for the users & also improves the read-
ability of a document.
Typically, categorization of TS based approaches

is of two types: extractive & abstractive [1]. An
extractive technique recognizes & derives the most
significant sentences from the original document in
order to generate the summary. In extractive, no
modification is done to the derived sentences while

abstractive technique produces a concise summary
using its innovative words. Through the use of
different words, it conveys the ideas of the docu-
ments. In Natural language Processing (NLP),
extractive is generally faster, more versatile, and
more efficient than abstractive. However, abstrac-
tive is more proficient in comparison to extractive
because it has the capability to produce human-
comprehending summaries. TS can also be catego-
rized as indicative & informative. Generally, an
indicative summary highlights the theme of the
input document for quick classification. But in an
informative summary, these topics are defined
along with conclusions, suggestions & recommen-
dations based on user interests.
Based on source document length, TS is classified

as: single document summarization (SDS) & multi
document summarization (MDS). If the summary is
produced from only one document at a time, then
it's termed as SDS. However, MDS is to make a brief
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summary from multiple numbers of documents.
Theoretically, this is an extended concept of SDS.

1.1. Motivation

Utilizing information from various sources,
including the World Wide Web, posts on social
media, wikis, etc., effectively is the major goal of this
study. The users’ busy schedule & the needs in work
& social sectors gives motivation to find a model
which makes easy for the human beings to get the
much-needed textual data from the original input
document in the shortest period of time. Therefore,
the automatic text summarization will be a superior
option for effective information usage to meet user
needs. In essence, it enables the user to pick out the
content that is most important to them, saving them
time and effort. A sophisticated & futuristic model is
developed in this work to provide a high-quality
summary of a document. Additionally, this model
can be used in MDS and SDS.

1.2. Contribution

In order to extract the information efficiently, a
model is designed for both SDS & MDS. Since the
MDS has a larger search space than SDS, hence it
makes quite difficult for the user to identify the most
valuable sentences. Therefore, few nature-inspired
optimization algorithms like Ant Colony Optimiza-
tion (ACO), Bat Algorithm (BA), Cuckoo Search
Optimization (CSO), Firefly Algorithm (FA) &
Flower Pollination Algorithm (FPA) are imple-
mented to fetch the most significant sentences from
the source documents. Although, a lot of optimiza-
tion algorithms have been used in this field, but in
this paper, a few rarely used algorithms (BA & FPA)
are also implemented to show their efficiency. The
performance of these algorithms is estimated on the

basis of ROUGE score, Range, Co-efficient of Vari-
ation (CV) & Readability metrics. The model pre-
sented in this paper has the ability to generate the
summary that includes the whole content of the
document without reducing its readability & verbal
quality.
The remainder of this paper is structured as

following: Section 2 highlights a detailed review of
related work; Section 3 demonstrates methodology
and the experimental results are discussed in Sec-
tion 4 trailed by conclusion in Section 5.

2. Literature survey

A handful of the nature-inspired optimization
techniques used in recent years to handle the
summarization problem; a few of them are high-
lighted in Table 1.
The authors of [2] have been put forth a novel

MDSCSA model for the purpose of multi-document
summarization. In this paper, the model compared
with PSOS and CSOS models and the outcomes
were evaluated in terms of ROUGE score & it clearly
showed that the model approached in the paper
gave better results than the other summaries. In [3],
a Multi-Document Temporal Summarization
(MDTS) method was presented which is capable of
generating a summary, depending upon the
temporally related events derived from multiple
documents. These were extracted along with time
stamp using TIMEML standard tags. Its perfor-
mance has been compared with PSOS, CSOS and
MDSCSA & found MDTS performs better than
these methods. An advanced CSMDSE model was
proposed for multi-document summarization in [4].
This model has been compared with some other
summary extractor techniques like CSOE, PSOE,
IPSOE & ACOE and the experimental results show
that this model outperformed other methods. A

Table 1. Use of optimization algorithms in text summarization.

Sl. No. Authors (Year) Applied Algorithms Size of Source Document

1 Mamidala, Kishore Kumar, 2021 [3] CSO Multi
2 Tomer, Minakshi, 2021 [8] FA Multi
3 Krishnan, N., 2021 [12] FPA Single
4 Ali, Zuhair Hussein et al., 2019 [5] CSO Multi
5 Rautray, Rasmita, et al., 2019 [4] CSO Multi
6 Pattanaik, Anshuman, et al., 2019 [17] BA Single
7 Al-Abdallah, Raed Z., 2019 [9] FA Single
8 Rautray, Rasmita, 2018 [2] CSO Multi
9 Al-Saleh, Asma, 2018 [22] ACO Multi
10 Setyadi, I. Wayan Adi et al., 2018 [23] ACO Multi
11 Rautray, Rasmita, 2017 [6] CSO Single
12 Rautray, Rasmita, 2017 [7] CSO Multi
13 Ali, Zuhair Hussein, 2017 [10] FA Multi
14 Yang, Xin-She, 2013 [11] FA Multi
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VIKOR algorithm-based CS model for multi-docu-
ment summarization has been introduced in [5] and
put into practice. The result of the model has eval-
uated using ROUGE metric & it demonstrates the
model's effectiveness. In [6], few optimization algo-
rithms including CS, CSO, PSO, HS and DE have
been comparatively analysed for single document
text summarization. To verify the relevance and
exclusivity of the summary, output of each algo-
rithm has evaluated using a variety of metrics,
including F-score, recall, and precision values. It
revealed that the CS algorithm required less
parameter for tuning than other algorithms.
Another model based on the CS algorithm named as
CSTS has been also implemented for text summa-
rization using cosine similarity in [7].
The Firefly Algorithm (FFA) has been used to

explore a model for multiple document summari-
zation based on noble swarm intelligence [8]. Using
ROUGE metrics, subject relation factor, cohesive-
ness factor, and readability metrics, the perfor-
mance of this algorithm has compared to PSO and
Genetic Algorithm (GA), and the results showed
that it performs noticeably better than the other two.
However, FFA has also used and compared with two
evolutionary algorithms, GA and HS in [9]. The
proposed strategy has higher ROUGE score values
than the other two ways, according to the evaluation
of the results using ROUGE metrics and the EASC
Corpus. In [10], the FFA has integrated as associa-
tion rule mining to reduce the set of rules produced
by the Fuzzy logic system. The effectiveness of this
model has shown with the help of ROUGE value.
The authors of [11] have explained some current
applications of firefly algorithm & the advantages of
its usage.
A text summarization method using FPA has

proposed based on an ontology that performed
exceptionally well on MS Marco data set in [12].
This technique has shown very efficient in terms of
performance. The authors of [13] showed that it is
possible to fix the fossil fuel exhaustion issue with
the help of FPA. The authors applied MOPFA
model in order to crack the multi-objective prob-
lems in [14]. And the result proves that it has more
effective as compare to the MOEA model. The au-
thors of [15] have implemented the FPA for selec-
tion of optimal bus by employing the PMU in order
to ensure the highest level of bus observance
throughout the system. A robot calibration strategy
combining EKF and ANN built on the Butterfly &
Flower Pollination Algorithm (abbreviated as
ANN-BFPA) has been proposed in [16]. The robots
precise pose development has done using this
model.

A BA-based optimization approach with the pri-
mary objective of reducing sentence redundancy in
the final generated summary has discussed in [17].
The outcomes demonstrated the effectiveness of the
provided model. However, in [18], the authors have
proposed a hybrid inversion method using BA to
solve electromagnetic inverse scattering issues. To
make optimization effective for a variety of optimi-
zation problems and to take advantage of the dy-
namic membrane computing framework in [19], the
authors have suggested an upgraded BA called
DMBA. Results were assessed based on their di-
versity and exploitation potential, which demon-
strated the effectiveness of the method. In order to
choose the best position and the number of voltage
dip monitoring sensors, the Binary Bat Algorithm
was also used in [20]. For the best placement and
sizing of Distribution Static Compensators, the au-
thors of [21] have been approached using a com-
bined strategy of NVSI and BA (D-STATCOM).
The authors of [22] used an extractive summarizer

built on ACO to extract the significant sentences
from the input text document. ROUGE score has
used to evaluate the outcomes and demonstrate the
effectiveness of the method. However, in [23], au-
thors have combined both Graph and ACO tech-
niques to address and solve the summarization
issues. The implementations of ACO technique
have also used in the field of UAV (Unmanned
Aerial Vehicle) based intelligent pesticide irrigation
system and unmanned surface vessels for constraint
path-planning control in [24,25]. For the goal of joint
virtual function placement & routing, the ACO has
been integrated with fuzzy heuristic (referred to as
FH-ACO) in [26]. Additionally, the ACO has used to
the evolution obstacle for software project sched-
uling and task offloading in fog computing in
[27,28].

3. Methodology

The proposed SMATS model is primarily
designed using extractive TS for both single docu-
ment as well as multiple documents. Fig. 1 demon-
strates the overview of this model. This model
includes five steps, such as: text pre-processing,
sentence score Evaluation, sentence similarity eval-
uation, cuckoo search implementation & summary
generation.

3.1. Text pre-processing

In pre-processing, DUC-2003 dataset is used for
SDS and DUC-2005 dataset is used in case of MDS.
The pre-processing steps are illustrated in Fig. 2.
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3.1.1. Sentence segmentation
The way of extracting & separating sentences from

a document individually is known as Sentence
Segmentation. Mostly, the punctuation, period
character or full stops are applied to separate the
sentences.

3.1.2. Word tokenization
It is defined as the way of dividing the words from

each sentence into tokens. White space is usually
used to separate these tokens.

3.1.3. Stop-words removal
Stop-words are often used terms which have less

importance in a text document, such as “a,” “an,”
“the,” "'s,” etc. In specific circumstances, certain
phrases can also be treated as stop words. In this
step, the terms of this nature are eliminated.

3.1.4. Stemming
It is referred to as the process of reverting sub-

sequent words to their original or root form.

3.2. Sentence score evaluation

It includes the calculation of the weightage value
of each sentence. For single document, Term Fre-
quency (TF) is computed for each term in the text

document that shows the incidence of the terms.
However, for multi-document, Term Frequency In-
verse Document Frequency (TF-IDF) values are
evaluated of all the terms of all the documents in the
dataset. Then the sentence score is measured for
each sentence with the help of summation of TF
values for single document and TF-IDF values for
multi-document.

3.3. Sentence similarity evaluation

In this step, cosine similarity method is employed
to calculate the sentence similarity scores for all the
sentences using the sentence score values measured
in the previous step. These similarity values are kept
in a sentence similarity matrix which will be further
applied as input to CSO algorithm. Equation (1)
demonstrates the formula which is used to evaluate
the cosine similarity values.

Cosine
�
Si;Sj

�¼
Pm

k¼1SikSjkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
k¼1S

2
ik :

Pm
k¼1S

2
jk

q ð1Þ

3.4. Cuckoo search implementation

Currently, the CSO is a latest nature-inspired
optimization algorithm, motivated by a particular

Fig. 1. SMATS model.
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species of bird called cuckoo. Due to the aggressive
reproduction nature & sweet sounds, these birds are
so mesmerized. The mature cuckoos put their eggs
into other host bird's nests. Each nest contains an
egg, which denotes a solution & every cuckoo can
only lay a single egg that demonstrates a latest &
potentially better solution. Generally, in CSO algo-
rithm, each nest has only one egg where there is not
a difference between eggs, nest or cuckoo because
single individual nest denotes one egg and it also
signifies one cuckoo. In addition, it is possible to
extend this algorithm to each nest with multiple
eggs showing a solution set. There are three ideal-
ized rules which can describe the basic fundamental
concept of CSO algorithm.

� Each cuckoo places one egg in a random nest as
a solution set.

� The next generation will be the nest having the
best eggs.

� A fixed number of nests are available and a host
bird has a probability Pa2ð0; 1Þ of discovering an
alien egg. If it occurs, the host can discard the
egg or abandon the nest & build a new one
elsewhere.

The global explorative random walk is combined
with a local random walk to generate new solutions
xtþ1
i , which can be constrained by the switch prob-
ability Pa. The local random walk can be defined by
Equation (2).

xtþ1
i ¼ xti þ f � S ⨂ HðPa � 3Þ⨂

�
xtj � xtk

�
ð2Þ

where xtj & xtk are distinct solutions picked by
random permutation
HðuÞ refers to Heaviside function
e denotes a no. picked randomly from a uniform

distribution
S is size of the step
Meanwhile, the global random walk is done with

the help of Levy flights which consists of a consec-
utive random steps & is considered as a series of
rapid jumps. The global walk can be written as
(Equation (3)):

xtþ1
i ¼xti þf⨂ LevyðlÞ ð3Þ

where a is step size that must be proportionate to
optimization problem scale (i.e., a> 0)

Fig. 2. Steps of pre-processing.
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⨂ refers to entry-wise move through
multiplication
LevyðlÞ are random no. picked from Levy

distribution

3.4.1. CS algorithm parameter setting
Parameter setting in implementation of optimi-

zation algorithms has a major role to solve any
specific problem. Hence, suitable parameters
should be selected for the improvement in the ac-
curacy of the result & the system performance. In
this problem, the various parameters applied in the
CS algorithm are provided in Table 2.
The steps included in the algorithm (represented

in Fig. 3) for implementation in TS of both sizes of
source documents are discussed below.
Step 1: Collect the pre-processed documents w1;

w2;… wp. Each document's length is determined by
the no. of sentences present in it which may differ
document-wise.
Step 2: Compute the sentence score Sjk for each

sentence Sj of the pre-processed documents using
Equations (4) and (5).

Sjk¼ tfjk ð4Þ

Sji¼ tfik � log
�
n
�
dfk

� ð5Þ

where Sjk is Sentence score for single document
Sji is Sentence score for multi-documents
tfjk refers to Term Frequency i.e., occurrence of tk

in sentence Sj
tfik refers to Term Frequency of tk in document Di

n denotes the no. of documents
dfk represents Document Frequency of tk
log ðn =dfkÞ refers to Inverse Document Frequency.
Step 3: Evaluate sentence similarity score using

cosine similarity metric for each document using
Equation (1).
Step 4: For single document, fetch the least similar

sentences with respect to a threshold value. But in
case of multi document, create one document con-
taining all the least similar sentences from all the
documents.
Step 5: Set the initial parameters such as popula-

tion size, rate of alien eggs, step size & levy flight.

Step 6: The sentence similarity scores of these
selected sentences are stored in a matrix which is
taken as an input to CSO algorithm as each cuckoo's
nest information.
Step 7: Calculate fitness values for all the nests

using Equations (4) and (5).
Step 8: Generate the new population of nests with

the help of Levy flight as provided in Equation (3).
Step 9: Compute the fitness values fnew of new

nests & validate with fprev of previous nests.
Step 10: If fnew is better than fprev, then change fprev

by fnew.
Step 11: Select the probability Pa of the worst

performing nests in the new population. In the
given search space, replace them with random
generated ones and create new ones.
Step 12: Evaluate fitness function of newly

generated nests.
Step 13: Determine the best nests in the current

population based upon fitness values. A comparison
is then made between these nests & the best nest
obtained so far and the current best is replaced by
the previous best.
Step 14: Go to Step 7 till the termination criterion

is encountered. The final step of this algorithm is
elaborated in Section 3.5.

3.5. Summary generation

The ultimate summaries are generated after
deriving the sentences sequentially from the input
document for both single document and multi-
document. After summary generation, a few result
evaluation metrics are estimated to compare the
summaries generated by the optimization
algorithms.

3.5.1. Fitness function
A summary can be easily readable by the user if

its contents have covered all the topics of the orig-
inal document and its sentences should be strongly
related to each other. Therefore, two factors such as:
cohesion & readability have been used to formulate
the fitness function (F) to make the summary more
informative. The function used to extract the sum-
mary is presented in Equation (6).

F¼FðCFÞ þ FðRFÞ ð6Þ

FðCFÞ¼1�Sim
�
Si;Sj

�
; is j¼1;2;…;n

FðRFÞ¼Sim
�
Si;Sj

�
; is j¼1;2;…;n

Table 2. CS parameter configuration.

Parameters Values

Rate of alien eggs 0.75
Step factor 0.5
Levy exponent 0.8
Population size Varies for different document
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Fig. 3. Flowchart of CSO Implementation.
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where FðCFÞ refers to the Cohesion Factor (CF)
which determines whether the summary sentences
are related to original topic or not.
FðRFÞ is the Readability Factor (RF) which shows

the smoothness of the summary & the similarity
between the summary sentences.
SimðSi; SjÞ measure the similarity between sen-

tences Si and Sj.

4. Experiment & result analysis

In this section, the performance analysis of the
optimization algorithms is illustrated for both single
document & multi-document over DUC-2003 data-
set & DUC-2005 dataset respectively. All the
experimental work is done on Jupiter Notebook
Anaconda3 (Version- 2020.11) in Windows 10 64-bit
operating system with Intel Core i5 CPU @1.60 GHz,
1.80 GHz processor (8 GB RAM). The python
version is Python 3.8.5.
A threshold value is assigned for each algorithm

to create the final summaries of both single-docu-
ment & multi-document. These summaries are
termed as system summaries. For a comparison of
these system summaries, the results are estimated
in the form of ROUGE score, Range, Co-efficient of
Variation (CV) Statistics & Readability metrics.
ROUGE-1 evaluates the unigrams overlapping be-
tween each system summary & reference summary,
whereas ROUGE-2 computes overlapping of
bigrams. ROUGE-L recognizes the longest common
sub-sequence of n-grams automatically.
Additionally, there are two more factors; Range &

CV, which give better insight into the algorithm's
efficiency. The range is known as the difference
between ROUGE-Best & ROUGE-Worst & illus-
trated in Equation (7) whereas CV is defined by the
Equation (8). But, Readability metrics of a summary
mean “whether the generated summary will be
easily readable or not”. It also refers to the under-
standing of the summary. There are also several
metrics of readability score such as: Flesch Kincaid
Grade Level (FKGL), Gunning fog Score (FOG),
SMOG Index (SMOG), Coleman Liau (CL), Auto-
mated Readability Index (ARI).

Range¼Rougebest � Rougeworst ð7Þ

CV ¼ Range
Rougeaverage

� 100 ð8Þ

4.1. Dataset

The DUC datasets are utilized to assess the result
of the text documents. The descriptions of the
dataset are demonstrated in Table 3 which is used in
the current experimental work.

4.2. Performance analysis

In this section, the performance of all the imple-
mented algorithms is compared for both single
document as well as multi document summarization
over DUC-2003 & DUC-2005 dataset respectively.

4.2.1. Single document summarization (SDS)
In case of SDS, the ROUGE score values of system

summaries are computed with respect to a Refer-
ence summary. Table 4 shows the comparison of
ROUGE-1 score values among system summaries
while Table 5 & Table 6 demonstrates the compar-
ison of ROUGE-2 & ROUGE-L values respectively.
Then in Table 7, the Range scores of all optimization
techniques are evaluated & the CV values of all the
methods are computed in Table 8. Then the above
discussed readability metrics are evaluated for each
summary as represented in Fig. 4. Table 9 focuses on
the performance comparison of cuckoo search-
based model (CS-SMATS) with other existing
models over the DUC-2003 dataset & it is graphi-
cally represented in Fig. 5.
After analysing the Tables 7e9, it is found that the

summary created by CS-SMATS algorithm gives
higher Range values, lower CV values & higher
ROUGE score respectively which proves the effi-
ciency of this model as compared to other models.

Table 3. Dataset description.

Dataset description Single
Document

Multi-Document

DUC Dataset 2003 2005
Sets of documents 5 25
Avg. sentences

per doc.
4.20 8.41

Data source TREC TREC
Length of summary (in words) 120.40 244.15

Table 4. Evaluation of ROUGE-1 score of all algorithms for SDS.

ACO BA FA FPA CS-SMATS

Doc-1 0.538 0.350 0.345 0.282 0.556
Doc-2 0.345 0.352 0.568 0.549 0.784
Doc-3 0.537 0.550 0.348 0.526 0.823
Doc-4 0.350 0.298 0.323 0.354 0.650
Doc-5 0.299 0.306 0.309 0.314 0.614
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4.2.2. Multi document summarization (MDS)
In MDS, ROUGE, Range, CV Statistics & Read-

ability metrics values of system summaries are
computed. Table 10 demonstrates the comparison of
all the ROUGE values. However, Tables 11 and 12
highlight the Range scores & CV values of all model

Table 5. Evaluation of ROUGE-2 score of all algorithms for SDS.

ACO BA FA FPA CS-SMATS

Doc-1 0.499 0.259 0.259 0.249 0.499
Doc-2 0.249 0.249 0.499 0.509 0.749
Doc-3 0.499 0.506 0.265 0.499 0.795
Doc-4 0.215 0.221 0.218 0.225 0.612
Doc-5 0.249 0.249 0.249 0.249 0.556

Table 6. Evaluation of ROUGE-L score of all algorithms for SDS.

ACO BA FA FPA CS-SMATS

Doc-1 0.531 0.327 0.335 0.282 0.544
Doc-2 0.325 0.305 0.544 0.538 0.767
Doc-3 0.529 0.528 0.333 0.526 0.808
Doc-4 0.312 0.298 0.294 0.326 0.650
Doc-5 0.291 0.291 0.299 0.299 0.608

Table 7. Analysis of range score of CS-SMATS algorithm with other
algorithms for SDS.

ACO BA FA FPA CS-SMATS

ROUGE-1 Best 0.538 0.550 0.568 0.549 0.823
Worst 0.299 0.298 0.309 0.282 0.556
Range 0.239 0.252 0.259 0.267 0.267

ROUGE-2 Best 0.499 0.506 0.499 0.509 0.795
Worst 0.215 0.221 0.218 0.225 0.499
Range 0.284 0.285 0.281 0.284 0.296

ROUGE-L Best 0.531 0.528 0.544 0.538 0.808
Worst 0.291 0.291 0.294 0.282 0.544
Range 0.240 0.237 0.250 0.256 0.264

Table 8. Analysis of CV statistics of CS-SMATS algorithm with other
algorithms for SDS.

ACO BA FA FPA CS-SMATS

ROUGE-1 Range 0.239 0.252 0.259 0.267 0.267
Average 0.413 0.371 0.378 0.405 0.685
CV 57.86 67.92 68.51 65.92 38.97

ROUGE-2 Range 0.284 0.285 0.281 0.284 0.296
Average 0.342 0.296 0.298 0.346 0.642
CV 83.04 96.28 94.29 82.08 46.10

ROUGE-L Range 0.240 0.237 0.250 0.256 0.264
Average 0.397 0.349 0.361 0.394 0.675
CV 60.45 67.90 69.25 64.97 39.11
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Fig. 4. Readability metrics comparison among optimization algorithms
for single document.

Table 9. Performance comparison of CS-SMATS model with other
existing models over DUC-2003.

Methods Source Evaluation Metric

ROUGE-1 ROUGE-2

LexRank Peyrad M [29] 0.357 0.079
ICSI Peyrad M [29] 0.376 0.094
FbTS Tomer M [8] 0.441 0.160
CS-SMATS 0.685 0.642
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ROUGE-1
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Performance Comparison of CS-
SMATS Model over DUC-2003

CS-SMATS

FbTS

ICSI

LexRank

Fig. 5. Performance comparison of CS-SMATS model with other
existing models over DUC-2003.

Table 10. Analysis of ROUGE scores of all algorithms for MDS.

ACO BA FA FPA CS-SMATS

ROUGE-1 Best 0.566 0.471 0.487 0.550 0.684
Worst 0.352 0.308 0.316 0.341 0.446
Average 0.488 0.396 0.402 0.463 0.615

ROUGE-2 Best 0.501 0.419 0.434 0.490 0.586
Worst 0.289 0.244 0.235 0.288 0.362
Average 0.407 0.336 0.342 0.398 0.508

ROUGE-L Best 0.551 0.468 0.479 0.532 0.640
Worst 0.348 0.295 0.302 0.335 0.411
Average 0.465 0.374 0.388 0.451 0.608

Table 11. Analysis of range score of CS-SMATS algorithm with other
algorithms for MDS.

ACO BA FA FPA CS-SMATS

ROUGE-1 Best 0.566 0.471 0.487 0.550 0.684
Worst 0.352 0.308 0.316 0.341 0.446
Range 0.214 0.163 0.171 0.209 0.238

ROUGE-2 Best 0.501 0.419 0.434 0.490 0.586
Worst 0.289 0.244 0.235 0.288 0.362
Range 0.212 0.175 0.199 0.202 0.224

ROUGE-L Best 0.551 0.468 0.479 0.532 0.640
Worst 0.348 0.295 0.302 0.335 0.411
Range 0.203 0.173 0.177 0.197 0.229
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summaries respectively. Fig. 6 demonstrates the
graphical analysis of Readability metrics of all
model summaries. Table 13 focuses on the perfor-
mance comparison of CS-SMATS model with other
existing models over the DUC-2005 dataset & it is
graphically represented in Fig. 7. For multi docu-
ment summarization, it's clearly visible that CS-
SMATS algorithm also results significantly better
than other models based on Range, CV statistics &
Readability metrics.

5. Conclusion

This paper is focused on a single and multi-
automatic text summarization model which is
inspired by the cuckoo search optimization algo-
rithm. This model aims to produce a brief or com-
pressed text document from the input document
without losing its principle, termed as summary. It
reduces the users’ time to fetch the required data
from the document & also makes easy to take de-
cision whether a document is readable or not. The
major contributions of the proposed CS-SMATS
model are discussed below.

� Applicable to summarize both single document
& multi-document.

� Readability & verbal quality of the produced
summary.

� Complete coverage of content of the document.
� Non-redundancy of the produced summary.

The effectiveness of the model proposed is proved
after comparison with few other nature-inspired
optimization algorithms like ACO, BA, FA & FPA.
The outcome of the summaries produced by these
algorithms is represented in the form of ROUGE
score, Range, Co-Variance statistics & Readability
metrics over DUC datasets. Out of the above five
optimization algorithms, CS-SMATS algorithm-
based model performs exceptionally well than the
others.
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