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  الخلاصت

 ïíǀǆā þöƵǕå ÿƓǂǆǗå ïíǀǆǂ ǑƪǙå ƴǒðāƙǄǃ ñƓǒǀǃå ƗǆǄƶǆ ïǒíǀƙǃ ƗƽǄƙƤǆ ûƑåïõ ƓǈǄǆƶƙƪåÜ éơƕǃå åîǋ ǑƼ
ǄƙƤǆ ÷åāǈå Ɨƙƪ ǑƼ ðǒƕ ïíǀǆā þāðƶǃå ƴǒðāƙ : ñƓǒǀǃå ƗǆǄƶǆǃ ǑǃāǙå ƴǒðāƙǃå ÿāǂǒ ƓǆíǈƵ ƗƽúǙ  (Levy)  ƴǒðāƙā

þƑǚǆǃå ïǒƹ ƴǒðāƙā ƓǆƓǂ ñāǂƶǆ ƴǒðāƙā ăƓǂ ƴƕïǆ ñāǂƶǆ ƴǒðāƙā ǑǈƓƛǃå ÷āǈǃå ÿǆ ýƕǆƓǂ (Improper) ƴǒðāƙā 
Non- informative  çïƓƪƤ Ɨǃåíǃ ƓǀƼā EL-Sayyad. ǀǆ ýǂ ßåíå ƗǈïƓǀǆ ǑƼ çƓǂƓơǆǃå æāǄƪå ýǆƶƙƪå Üïí

ƙƤǆ þƓƞơǙā èƓǈƓǒƕǃå íǒǃāƙǃ èǄǆƶƙƪå ǑƪǙå ƴǒðāƙǄǃ ñƓǒǀǃå ƗǆǄƶǆǃ èǙƓơ çíƵ ôåïƙƼƓƕ ÜçïǒƺƮ) èƓǈǒƶǃå ÿǆ ƗƽǄ
Ɨõƪāƙǆ.(çïǒƕǂ Ü  ïǒƹ ƴǒðāƙǃå  ùǃ ǑǃāǙå ƴǒðāƙǃå ÿāǂǒ ƓǆíǈƵ ýưƼǙå ðǒƕ Ɨǀǒïõ ÿƓƕ çƓǂƓơǆǃå ƝƑƓƙǈ èïǌöå íƿā
þƑǚǆǃå  (Improper)   ƴǒðāƙǃå ǑƙǆǄƶǆ þǒƿ íǈƵǑǃāǙå (a=9, b=1)  ,çïƓƪƤ Ɨǃåí  ǑƙǆǄƶǆ þǒǀǃā EL-Sayyad 

 ƴǒðāƙāǃ Ɨǀǒǀơǃå Ɨǆǒǀǃå ÿāǂƙ ƓǆíǈƵ   Non-informative ǑǃāǙå ƴǒðāƙǃå ƗǆǄƶǆ Ɨǆǒƿ íǈƵ (c=8)  , ǑƙǆǄƶǆ þǒǀǃā
çïƓƪƤ Ɨǃåí EL- Sayyad   ƴǒðāƙ üǃîǂā.ùǃ Ɨǀǒǀơǃå Ɨǆǒǀǃå ÿāǂƙ ƓǆíǈƵ   Non-informative  ƗǆǄƶǆ Ɨǆǒƿ íǈƵ
ǑǃāǙå ƴǒðāƙǃå (c=8)  ,çïƓƪƤ Ɨǃåí  ǑƙǆǄƶǆ þǒǀǃā EL-Sayyad    ñƓǒǀǆǃ ƓǀƼā Ü   ùǃ Ɨǀǒǀơǃå Ɨǆǒǀǃå ÿāǂƙ ƓǆíǈƵ

ßƓõƤǙå ƴƕïǆ õƪāƙǆ Ɨǆǒƿ ýƿå (MSE) Ǒƙǀǒïõƕ ƗǄƮơƙƪǆǃå þǒǀǃå ñƽǈƕ  ƗǈïƓǀǆ Ü èƓǈǒƶǃå þƓƞơå ýǂǃ .MLE  

м ME 

̪сЂъϜ ЙтϾнϧЮϜ : ϤϝгЯЫЮϜ ϱуϦϝУв цϜ дϝЫвшϜ ϣЧтϽА̪ϿуϠ ϣЧтϽА̪ амϿЛЮϜ ϣЧтϽА̪бЗК   : ϣуЮмцϜ  ϤϝЛтϾнϧЮϜ

сТъ ЙтϾнϦ  (Levy) , ϽуО ЙтϾнϦ ̪ ϝвϝЪ ЀнЫЛв ЙтϾнϦ̪ рϝЪ ЙϠϽв ЀнЫЛв ЙтϾнϦ̪ сжϝϫЮϜ ИнзЮϜ ев ЭϡвϝЪ ЙтϾнϦ

бϚыгЮϜ (Improper), ЙтϾнϦ Non-informative. ϣЮϜϸ EL-Sayyad , ̭ϝГ϶ъϜ ϤϝЛϠϽв БЂнϧв (MSE). 

Abstract 

In this study, different estimators were used for estimating scale parameter for 

Exponential distribution, such as maximum likelihood estimator, moment estimator and 

the Bayes estimator, in six types when the prior distribution for the scale parameter is: 

Levy distribution, Gumbel type-II distribution, Inverse Chi-square distribution, Inverted 

Gamma distribution, improper distribution, Non-informative distribution. Under El-

Sayyad's loss function .we used simulation technique, to compare the performance for 

each estimator, several cases from Exponential distribution for data generating, for 

different sample sizes (small, medium, and large). Simulation results shown that The 

best method is the bayes estimation ,when the prior distribution for ɗis improper 

distribution with (a=9, b=1) and for the values for the parameters of the El-Sayyad 's 

loss function is ( 7r & 0.5 ==? ),when the true value of ɗ( 5.0ɗ= ).And the non-

informative distribution with ( c=8)  and for  the values for the parameters of the El-

Sayyad 's loss function is ( 5r & 1 ==? ), when the true value of ɗ( 1ɗ= ).Also the non-

informative distribution with ( c=8) and for  the values for the parameters of the El-

Sayyad 's loss function is ( 9r & 5.0 ==? ),when the true value of ɗ( 5.1ɗ= ), according 

to the smallest values of MSE  for all samples sizes (n) comparative to the estimated 

values by using Maximum likelihood estimation method (MLE) and Moment estimation 

method (ME). 
Key words: The Exponential, Maximum likelihood estimation, Moment estimation, Bayes method, the 

prior distributions: Levy distribution, the Gumbel type-II distribution, Inverse Chi-square 

distribution, Inverted Gamma distribution, improper distribution, non-informative distribution, El-

Sayyad's loss function, mean squared errors (MSE). 
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1. Introduction 

The difference between Maximum Likelihood estimation and Bayesian estimation 

is that in maximum likelihood estimation the parameters are not random variables. In 

Bayesian analysis the unknown parameter is regarded as being the value of a random 

variable from a given probability distribution, with the knowledge of some information 

about its value prior to observing the data x1, x2… xn (Ross, 2009); we mention some of 

studies in a brief manner: 
In (1967) El-Sayyad 

[6]
 introduced some new estimators, which are unbiased with 

respect to some loss functions, are derived for the parameter in the exponential 
distribution. The corresponding bayes estimators are also obtained. The comparison 
between these two kinds of estimation is discussed. In (1998) Rossman, Short, and 
Parks 

[9]
 studied the relationship between Bayesian and classical estimation using the 

continuous uniform distribution.  
In (2001) Elfessi and Reineke 

[5]
 show how the classical estimators can be obtained 

from various choices made within a Bayesian framework .by using some of the 
relationships for the exponential distribution. In (2005)

 
Ali and Woo and Nadarajah 

[3]
 

derived bayes estimators under a symmetric squared error loss function as well as an 
asymmetric loss function, for the parameter of the standard exponential distribution. In 
(2007)

 
Abu-Taleb and Smadi and Alawneh 

[1]
 derive bayes estimates assuming the 

inverted gamma prior along with the Bayesian credible intervals, for the exponential 
random censor time. In (2009)

 
Al_Kutubi and Ibrahim 

[2]
 used Jeffery prior information 

to get the modify bayes estimator and then compared it with standard Bayes estimator 
and maximum likelihood estimator to find the best (less MSE and MPE). Simulation 
study was used to compare between estimators and Mean Square Error (MSE) and 
Mean Percentage Error (MPE) of estimators are computed. In (2010)

 
Tahir and Aslam 

[10]
 compared Bayesian and classical analysis for parameter of the exponential model for 

time-to-failure data. Their comparison is based upon the posterior variance, the 
Bayesian point and interval estimates, the coefficients of skewness of the posterior 
distribution and the posterior predictive distribution. In (2013)

 
Yang and Zhou and Yuan 

[14]
 studied the bayes estimation of parameter of exponential distribution under a 

bounded loss function, named reflected gamma loss function, which proposed by 
Towhidi and Behboodian (1999). They used the inverse Gamma prior distribution as the 
prior distribution of the parameter of exponential distribution. Bayesian estimators are 
obtained under squared error loss and the reflected gamma loss functions.  

So in this paper, we try to find best method to estimate parameter of exponential 

distribution. According to the smallest value of Mean Square Errors (MSE) were 

calculated to compare the methods of estimation. We used the maximum likelihood 

estimator, the moment estimator and the bayes estimator in six types of priors, and then 

get bayes estimation: Levy distribution, Gumbel type-II distribution, Inverse Chi-square 

distribution, Inverted Gamma distribution, Improper distribution, Non-informative 

distribution when the Bayesian estimation based on El-Sayyad's loss function. Several 

cases from exponential distribution for data generating , for different samples sizes 

(small, medium, and large) .The results were obtained  by using simulation  technique, 

Programs written using MATLAB-R2008a program were used. 

 

 

 

 

 

http://www.amstat.org/publications/jse/v9n1/elfessi.html#refs_rossman
http://www.amstat.org/publications/jse/v9n1/elfessi.html#refs_rossman
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2. Exponential Distribution 

We consider x1, x2, …, xn is a random sample of n independent observations from 

an Exponential distribution having the probability density function (pdf) define as 
[4, 5]

: 

) 1 (  ...                                                                         0      x,     )
ɗ

xexp(-  1-ɗ   ) ɗ ; x f( >=

 

where ɗ > 0 is mean, standard deviation, and scale parameter of the distribution, ɗ 

is a survival parameter in the sense that if a random variable  x  is the duration of time 

that a given biological or mechanical system manages to survive and  x ~ Exp(ɗ) then  

E[x] = ɗ. That is to say, the expected duration of survival of the system is ɗ units of 

time. 

3.  Parameter Estimation Methods 

        In this section, we used several methods to estimation parameterɗ. 

3.1 Maximum likelihood Estimation  

From the Exponential pdf given in (1) the likelihood function will be as follows
 [4]

: 

) 2 ( ...                                                             
ɗ

x
exp(-  n-ɗ  ) ɗ ; x f(

n
 ɗ)\xL(

i

n
1i

1i

 )
ä

=Ô=
=

=

 

By taking the log and differentiating partially with respect to b, we get: 

) 3 ( ...                                                                       
ɗ

x
 
ɗ

n
-ɗ)\xL( log

2

i
n
i 1

ɗ
    

ä
+=

µ

µ =
 

Then the MLE of ɗ is the solution of equation (2) after equating the first derivative to 

zero, Hence: 

) 4 (   ...                                                                                             x
n 

x
ɗ

i
n

1i
^

MLE =
ä
=

=
 

3.2. Moments estimation (ME) 

The method of moments is another technique commonly used in the field of 

estimation of parameters. If  ) x, ... ,x, x(x n21= be a random sample of size (n) 

represent a set of data, then an unbiased estimator for the r
th

 origin moment is
 [4]

: 

) 5 ( ...                                                                                                     
n 

r
i

xn
1i

rm
ä=
=    

Where rm  stands for the r
th

 sample   moment. The first moment of the Exponential 

distribution as: 

            ) 6 (  ...                                                                                        ɗ 
) ɗ/1(

1
E(x)M1 ===

 

Therefore by equating sample and population moments we get 

 ) 7 (  ...                                                                               ɗ 
) ɗ/1(

1
E(x)Mm 11  ====  

http://en.wikipedia.org/wiki/Probability_density_function
http://en.wikipedia.org/wiki/Mean
http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Scale_parameter
http://en.wikipedia.org/wiki/Random_variable
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From (7) we get  ) 8 (  ...                                                    x  ɗ                   ɗ  x MM

^

=Ý=  

 

3.3 Bayes Estimation Method  

Let ) x, ... ,x, x(x n21= be a random sample of size n with probability density 

function given in equation (1) and likelihood function given in equation (2).In this paper 

the posterior distributions for the unknown parameter θ are derived using the following 

six types of priors ,and then get bayes estimation 
 [4]

: 

1. Levy distribution. 

2. Gumbel type-II distribution
 [11]

. 

3. Inverse Chi-square distribution
 [13]

.  

4. Inverted Gamma distribution 
[12]

. 

5. Improper distribution. 

6. Non-informative distribution. 

 

3.3.1 The posterior distribution using different Priors 

It is assumed that ɗ follows six types of prior distributions with pdf as given in table 

below: 

Table -1: The six types of prior distributions ( ) ɗ P( ) with pdf forɗ. 

Prior distribution ) ɗ P(  

ɗ~Levy( 3b )  0ɗ  ,bfor       )
2ɗ

b 
exp(-   ɗ  

2ˊ

b 
 ) ɗ P( 3

33 2

3
-

    Ŭ >  

ɗ~Gumbel type-II( b ) 

 
0ɗ  b,for         )

ɗ

b 
exp(-  ɗ  b    ) ɗ P( 2-Ŭ >  

ɗ~Inverse Chi-square( v ) 0ɗ  for    v,   )
2ɗ

1 
exp(-   ɗ  

2

1 
 ) ɗ P(

1
2

v
-

2

v
     Ŭ >

-

 

ɗ~Inverted Gamma( ɓ Ŭ,) 

 
0ɗ  ɓ, Ŭ,for         )

ɗ

ɓ 
exp(-  

1)(Ŭ-
ɗ  

ũŬ

Ŭɓ 
  ) ɗ P(      Ŭ >

+
 

ɗ~Improper( ba, ) 

 
 - ¤<<¤

>
+

a  and    

 0ɗ  b,for        )
ɗ

b 
exp(-  

1)(a-
ɗ   ) ɗ P(    Ŭ

 

ɗ~Non-informative( c ) 

 

0  c ɗ,for          
ɗ

1
     ) ɗ P(

c
 Ŭ >  

 

 

Then the posterior distribution of given the data ) nx, ... ,x, x(x 21= is
 [4]:

 

) 9 ...(                                                      
)dɗ ɗ P(   ɗ)\xL(

ɗ

) ɗ P(   ɗ)\xL(
    x) \ɗ P(                          
ñ

=  
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Substituting the equation (2) and for each  ) ɗ P( as shown in table -1 in equation (9), 

we get the posterior distributions for the unknown parameter θ are derived using the 

following six types of priors ( for more details see Appendix-A). 

Table -2: The posterior distributions ( x) \ɗ P( ) for the unknown parameter 

 (θ) are derived using the following six types of priors. 
Prior dist

n
. The posterior distribution ( x) \ɗ P( ) 

Levy 

 

0ɗ  ,b  n,                                                                                      

))
2

b 
x(

ɗ

1
exp(-ɗ 

     )
2

1
ũ(n 

) 
2

b 

i
xn

1i
(

  x)\(ɗP

3

3n
1i

3

1 i 
1])

2
1[(n-

)
2

1
(n

>

+ä

+

+ä =
= =

++

+

 

Gumbel 

type-II 

 

 

0ɗ  b,  n,                                                                                           

   )1ũ(n 

b))exp( ɗ ) b
i

xn
1i

( 

x) \(ɗP
i

xn
1i(

ɗ

1
-

1])1[(n-)1(n

2

>

+

+ä =
=

+ä
=

+++

 

Inverse Chi-

square 

 

0ɗ    v,,n                                                                            

))
2

1
x(

ɗ

1
exp(-ɗ  

 )
2

v
ũ(n 

) 
2

1

i
xn

1i
( 

 x) \(ɗP i

n
1i3  

1])
2
v

[(n-

)
2
v

(n

>

+ä

+

+ä=
= =

++

+

 

Inverted 

Gamma 

 

 

0ɗ Ŭ, ɓ, n,                                                                                          

  Ŭ)ũ(n 

ɓ))
i

xn
i

(
ɗ

1
exp(-  

1]Ŭ)[(n-
ɗ  )ɓ

i
xn

i
( 

  x) \(ɗP
11
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4

>

+
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=
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Improper 

 

 

¤<<¤>

+

+ä=
++

+ä=
=

+
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   a)ũ(n 

b))
i
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i
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ɗ

1
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i
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  x) \(ɗP
11
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5

- 

 

Non-

informative 
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)
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3.3.2 Bayes' Estimators 
Bayes' estimators for the scale parameterɗ, was considered with six different priors and 

under El-Sayyad 's loss function
[6,7].

The El-Sayyad's loss function is 

.)ɗ  - ɗ   (ɗ ɗ)  , ɗ  L( 2r
 ^
r

^
?=  Where 

^

ɗ  is an estimator for is ɗ, was considered with six 

different priors, and under El-Sayyad's loss function. Following is the derivation of these 
estimators: 
 

3.3.2.1 The El-Sayyad's loss function  
To obtain the Bayes' estimator, we minimize the posterior expected loss given by:  

) 10 (  ...                                                                              )ɗ  - ɗ   (ɗ ɗ)  , ɗ  L( 2r
 ^
r

^
?=  

After simplified steps, we get Bayes estimator of ɗ denoted by
         ^

ESɗ for the above prior as 

follows 

) 11 (  ...            ]

dɗ x) \ɗ P( ɗ 

 dɗ x) \ɗ P( ɗ 

[]
x) \ɗ E(

x) \ɗ E(
[ɗ                                                 r

1
r
1

0

0

r

r

ES

^

ñ

ñ
¤

¤

==
?

?
         

   So, the following results are the derivations of these estimators under the El-Sayyad's loss 
function with six prior distributions (more details see Appendix-B). 

Table -3: The estimators (
         ^

  ESɗ  ) under the El-Fayyad's loss function with six different priors. 

Prior distribution r
1

r
1

]

dɗ x) \ɗ P( ɗ 

 dɗ x) \ɗ P( ɗ 

[]
x) \ɗ E(

x) \ɗ E(
[ɗ

0

0

r

r

ES

^

ñ

ñ
¤

¤

==
?

?

 

Levy   0b &n r, ,      ) 
2

b 
x(]

)
2

1
ũ(n

r)
2

1
ũ(n

[ɗ 3

3

i

n
1iSE1

^

 r
 -1

 r

1

>+ä

-+

-+

= = ?

?

?

 

Gumbel type-II 
 0b &n r, ,           ) bx(]

)1ũ(n

r)1ũ(n
[ɗ r

 - 1
r

1

i

n
1iSE2

^

>+ä
-+

-+
= = ?

?
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Inverse Chi-square  0 v&n r, ,     ) 
2

1
x(]

)
2

v
ũ(n
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2

v
ũ(n

[ɗ r
 - 1
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1iSE3
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Inverted Gamma 
  0 Ŭ, ɓn, r, ,    ɓ)x(]

)Ŭũ(n

r)Ŭũ(n
[ɗ r

 - 1
r
1

i
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Improper 
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Non-informative 
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4.  Simulation Study  

In this study, we have generated random samples from Exponential distribution and 

compared the performance of MLE and MME and Bayes estimator based on them. So 

we have considered several steps to perform simulation study as follow, for the first 

stage:   

1. We have chosen sample size n = 10, 25, 50 and 100 to represent small, moderate 

and large sample size. 

2. We generated data from Exponential distribution for the scale parameter; we have 

considered the value for the parameter of Exponential distribution is 0.5ɗ= . 

3. We used three values ( 1 0.2,0.5,=b3 ) for the parameters of the Levy distribution 

as prior distribution forɗ. 

4. We used three values ( 0.1 0.08, 0.04,=b ) for the parameters of the Gumbel type-

II distribution as prior distribution forɗ. 

5. We used three values (  16 , 14 , 12=v ) for the parameters of the Inverse Chi-

square distribution as prior distribution forɗ. 

6. We used the values ( 1 , 0.5ɓ &   10 , 8 Ŭ == ) for the parameters of the Inverted 

Gamma distribution as prior distribution forɗ. 

7. We used the values ( 1.5 , 1b &   9 , 7 a == ) for the parameters of the Improper 

distribution as prior distribution forɗ. 

8.  We used three values 8,10 , 6 c=  for the function of the non-informative prior 

distribution. 

 

Then we have considered several steps to perform simulation study as follow, for 

the second stage:   

1. We have chosen sample size n = 10, 25, 50 and 100 to represent small, moderate 

and large sample size. 

2. We generated data from Exponential distribution for the scale parameter; we have 

considered randomly two values for the parameter of exponential 

distribution ,1.5  1 ɗ= . 

3. We used the value ( 0.2=b3 ) for the parameters of the Levy distribution as prior 

distribution forɗ. 

4. We used the value ( 0.04=b ) for the parameters of the Gumbel type-II 

distribution as prior distribution forɗ. 

5. We used the value (  16=v ) for the parameters of the Inverse Chi-square 

distribution as prior distribution forɗ. 

6. We used the value ( 0.5ɓ &   10 Ŭ == ) for the parameters of the Inverted Gamma 

distribution as prior distribution forɗ. 

7. We used the value ( 1b &   9 a == ) for the parameters of the Improper distribution 

as prior distribution forɗ. 

8. We used the value ( 8 c= ) for the function of the non-informative prior 

distribution. 
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We have considered the two steps to perform simulation study for the first and the 

second stage as follow: 

1. We used the values ( 7,9 5,r & 1 0.5, ==? ) for the parameters of these estimators 

under the El-Sayyad's loss function with six prior distributions, which are listed in 

table -3. 

2. The number of replication used was ( 1000r= ) for each sample size (n). 

     We obtained estimators for scale parameter from equations (4), (8) and also the 

estimators in table -3; it means the estimators )ɗ( ES

^

under the El-Sayyad's loss 

function with six different priors. The simulation program was written by using 

MATLAB-R2008a program. After the parameter  ɗ was estimated, Mean Square 

Errors (MSE) was calculated to compare the methods of estimation, where: 

) ...(12                                                                                             ]) ɗ-(r)ɗ (
r

1
MSE 2

         

ES

^         
1000

1rä= =

See appendix-C, for the   programs algorithm. The results of the simulation study are 

summarized and tabulated in tables (4.1) for the first stage. In each row of table (4.1) ,we  have  

four  estimated values for ɗ
       ^     

) ɗ ( with MSE for all samples sizes (n) and values ( b3 , b, v, 

Ŭ,ɓ, a , b, c ) respectively as considered in first stage. Also the results of the simulation study 

are summarized tabulated in tables (4.2-4.3) for the second stage .In each row of tables (4.2-4.3) 

,we  have  four  estimated values for ɗ
       ^     

) ɗ (  with MSE for all samples sizes (n) and values 

(b3,b,v, Ŭ,ɓ, a, b, c,) respectively as considered in second stage.  

By using different estimation methods that is maximum likelihood estimator and the 

moment estimator .And the Bayes estimators in six types of prior distribution .So our 

criteria is  the best method that gives the smallest value of (MSE). We list the results in 

the following tables (4.1 -4.3). 

 

Table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function with MSE. 
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Continue for table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 

 
 

 

Continue for table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 
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Continue for table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 

 
 

 

Continue for table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 
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Continue for table 4.1: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 

 
 

Table 4.2: Shows the values for 
^

ɗ under El-Sayyad's loss function with MSE. 
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Continue for table 4.2: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 

 
 

 

Table 4.3: Shows the values for 
^

ɗ under El-Sayyad's loss function with MSE. 
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Continue for table 4.3: Shows the values for 
^

ɗ under El-Sayyad's loss function 

with MSE. 

 
 

5. Discussion 

In general, as we see in the tables (4.1-4.3) by using different estimation methods, we 

find the Mean Square Errors (MSE) decreased when sample size increased in all cases. 

And we obtained the same results for ɗ & MSE by using maximum likelihood 

estimation (MLE) and the moment estimation(ME) for all sample sizes (n), because 

they have the same formula see formula from equations (4), (8).   

For the first stage in table (4.1), when the true value of ɗ( 0.5ɗ= ): 

When the prior distribution for ɗ is Levy distribution with b3. 
We obtained a good estimation  according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values by using the  prior 

distribution for ɗ is Levy distribution with b3=0.2 and for  the values for the parameters 

of the El-Sayyad 's loss function is ( 5r & 0.5 ==? ). 

 When the prior distribution for ɗ is the Gumbel type-II distribution with b. 

We obtained a good estimation  according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values by using the  prior 

distribution for ɗ is Gumbel type-II distribution with b=0.04  and for  the values for the 

parameters of the El-Sayyad 's loss function is ( 7r & 0.5 ==? ). 

When the prior distribution for ɗ is the Inverse Chi-square distribution with v.  

We obtained a good estimation according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values by using the  prior 

distribution for ɗ is Inverse Chi-square distribution with v=16 and for  the values for 

the parameters of the El-Sayyad 's loss function is ( 7r & 0.5 ==? ), which is best 

estimation  ,the according to the smallest values of  MSE for all samples sizes (n) 

comparative to the estimated values by using MLE and ME. 
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When the prior distribution for ɗ is the Inverted Gamma distribution with ( ɓ , Ŭ ).  

We obtained a good estimation according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values by using the  prior 

distribution for ɗ is Inverted Gamma distribution with 0.5) ɓ , 10 Ŭ ( == and for  the 

values for the parameters of the El-Sayyad 's loss function is ( 5r & 0.5 ==? ), which is 

best estimation  ,the according to the smallest values of  MSE for the samples sizes 

25n ² comparative to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Improper distribution with (a, b). 

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values by using the prior 

distribution for ɗ is Improper distribution with (a=9, b=1) and for the values for the 

parameters of the El-Sayyad's loss function is ( 7r & 0.5 ==? ), which is best 

estimation, the according to the smallest values of MSE for all samples sizes (n) 

comparative to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Non-informative distribution with c. 

     We obtained a good estimation according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values by using the  prior 

distribution for ɗ is Non-informative distribution with c=8  and for  the values for the 

parameters of the El-Sayyad 's loss function is ( 5r & 0.5 ==? ), which is best 

estimation  ,the according to the smallest values of  MSE for the samples sizes 

50n ¢ comparative to the estimated values by using MLE and ME. 

For the second stage in table (4.2), when the true value of ɗ( 1ɗ= ): 

When the prior distribution for ɗ is Levy distribution with (b3=0.2). 

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 5r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for the samples sizes 50n ² comparative 

to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Gumbel type-II distribution with (b=0.04). 

We obtained a good estimation  according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values, with  and  the values for the 

parameters of the El-Sayyad 's loss function is ( 5r & 1 ==? ),which is best estimation  

,the according to the smallest values of  MSE  for the samples sizes 25n ² comparative 

to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Inverse Chi-square distribution with (v=16).  

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 5r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Inverted Gamma distribution with 

( 0.5ɓ , 10Ŭ == ).  

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 
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parameters of the El-Sayyad's loss function is ( 5r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for the samples sizes 50n ² comparative 

to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Improper distribution with (a=9, b=1). 

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 5r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Non-informative distribution with (c=8). 

     We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 5r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME. 

For the second stage in table (4.3), when the true value of ɗ( 5.1ɗ= ): 

When the prior distribution for ɗ is Levy distribution with (b3=0.2). 

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 7r & 1 ==? ), which is best estimation, 

the according to the smallest values of MSE for the samples sizes 50n ² comparative 

to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Gumbel type-II distribution with (b=0.04). 

We obtained a good estimation  according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values, with  and  the values for the 

parameters of the El-Sayyad 's loss function is ( 7r & 1 ==? ),which is best estimation  

,the according to the smallest values of  MSE  for the samples sizes 50n ² comparative 

to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Inverse Chi-square distribution with (v=16).  

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 9r & 5.0 ==? ), which is best 

estimation, the according to the smallest values of MSE for all samples sizes (n) 

comparative to the estimated values by using MLE and ME. 

When the prior distribution for ɗ is the Inverted Gamma distribution with 

( 0.5ɓ , 10Ŭ == ).  

We obtained a good estimation according to the smallest values of  MSE for all 

samples sizes (n) comparative to the other estimated values ,with the values for the 

parameters of the El-Sayyad 's loss function is ( 9r & 5.0 ==? ). 

When the prior distribution for ɗ is the Improper distribution with (a=9, b=1). 

We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 9r & 5.0 ==? ), which is best 

estimation, the according to the smallest values of MSE for the samples sizes 25n ¢  

comparative to the estimated values by using MLE and ME. 
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When the prior distribution for ɗ is the Non-informative distribution with (c=8). 

     We obtained a good estimation according to the smallest values of MSE for all 

samples sizes (n) comparative to the other estimated values, with the values for the 

parameters of the El-Sayyad's loss function is ( 9r & 5.0 ==? ), which is best 

estimation, the according to the smallest values of MSE for all samples sizes (n) 

comparative to the estimated values by using MLE and ME. 

6. Conclusion 

When we compared the estimated values for ɗ
       ^     

) ɗ ( for the scale parameter of the 

Exponential distribution by using the methods in this study .We find that Mean Square 

Errors (MSE) was decreased when sample size increased in all cases. And the MSE 

increased in all samples sizes (n) when the true value of ɗ increased. The best method is 

the bayes estimation according to the smallest values of MSE for all sample sizes (n) 

when the prior distribution is  

¶ Improper distribution with (a=9, b=1) and for  the values for the parameters of the 

El-Sayyad 's loss function is ( 7r & 0.5 ==? ), which is best estimation  ,the 

according to the smallest values of  MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME, when the true value of ɗ( 5.0ɗ= ) see table 

(4.1). 

¶  Non-informative distribution with ( c=8)  and for  the values for the parameters of 

the El-Sayyad 's loss function is ( 5r & 1 ==? ), which is best estimation  ,the 

according to the smallest values of  MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME, when the true value of ɗ( 1ɗ= ) see table 

(4.2). 

¶ Non-informative distribution with ( c=8)  and for  the values for the parameters of the 

El-Sayyad 's loss function is ( 9r & 5.0 ==? ), which is best estimation  ,the 

according to the smallest values of  MSE for all samples sizes (n) comparative to the 

estimated values by using MLE and ME, when the true value of ɗ( 5.1ɗ= ) see table 

(4.3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Classical and Bayes Estimators……..                                                               Dr. Jinan Abbas   

          

 

11 

References: 

1. Abu-Taleb, A.A., Smadi, M.M. and Alawneh, J.A., (2007), ' Bayes Estimation of 

the Life time Parameters for the exponential distribution'. Math and Statist, 3(3), 

106-108. 

2. Al_Kutubi, H.S. and Ibrahim, N.A., (2009), 'On the Estimation of Survival Function 

and Parameter Exponential Life Time Distribution', Journal of Mathematics and 

Statistics 5 (2):130-135, ISSN 1549-3644.   

3. Ali, M.M., Woo, J. and Nadarajah, S. (2005). 'Bayes estimators of the exponential 

distribution'. J. Statist. Manag. Syst., 8(1), 53-58. 

4. Bickel, P.J. & Doksum, K. A., (1977), Mathematical Statistics: Basic Ideas and 

Selected Topics, Holden- Day, Inc., San Francisco. 

5. Elfessi, A. and Reineke, D.M. (2001),' Bayesian look at classical estimation: the 

exponential distribution', Jour.of stat. Education, 9(1). www. amstat. org/ 

publications/jse/jse_2001/v9n1/ elfessi.html. 

6. El-Sayyad, G.M. (1967),'Estimation of the parameter of an exponential distribution'. 

Jour. Royal Stat. Soc. Series B 29,535-535. 

7.  Abbas , K., Yincai, T.,(2012),' Comparison of Estimation Methods for Frechet 

Distribution with Known Shape', Caspian Journal of Applied Sciences Research, 

1(10), pp. 58-64, 2012 Available online at http://www.cjasr.com ISSN: 2251-9114, 

©2012 CJASR 58  

8. Ross, M. Sh. (2009), Introduction to probability and statistics for engineers and 

scientists, 3rd Ed. Academic Press. 

9. Rossman, A. J., Short, T. H. and Parks, M. T. (1998), 'Bayes Estimators for the 

Continuous Uniform Distribution', Journal of Statistics Education, [Online], 6(3).  

http://www. amstat.org/ publications/ jse/v6n3/rossman.html). 

10. Tahir, M.  and   Aslam, M., (2010), ' Bayesian and classical analysis of time –to 

failure model with comparison of uninformative priors '. Pak. J. Statist. Vol. 26(2), 

407-415. 

11. The Gumbel type-II distribution. (2013). Available at: From Wikipedia, the free 

encyclopedia. This page was last modified on 10 December 2013, 

http://en.wikipedia.org/wiki. 

12. The inverse gamma distribution. (2015). Available at: From Wikipedia, the free 

encyclopedia. This page was last modified on 30 October 2015, 

http://en.wikipedia.org/wiki. 

13. The inverse-chi-squared distribution. (2013). Available at: From Wikipedia, the free 

encyclopedia. This page was last modified on 19 April 2014, 

http://en.wikipedia.org/wiki. 

14. Yang, L. and Zhou, H. and Yuan, S.  (2013), ' Bayes Estimation of Parameter of 

Exponential Distribution under a Bounded Loss Function'. Research Journal of 

Mathematics and Statistics 5(4): 28-31, ISSN: 2042-2024, e-ISSN: 2040-7505. 

http://www.amstat.org/publications/jse/v6n3/rossman.html
http://www.amstat.org/publications/jse/v6n3/rossman.html
http://en.wikipedia.org/wiki
http://en.wikipedia.org/wiki
http://en.wikipedia.org/wiki


Journal of Baghdad College of Economic Sciences  Issue  No. 52  

 

  

02 

 

 

 

 

 

 

 

 

 

 

 

Appendix-A: The posterior 

distribution using different Priors 
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Appendix-B: The following is the 

derivation of these estimators under 

the El-Sayyad's loss function. 
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Appendix-C:   The following is the   

programs algorithm. 

Algorithm (1): To compute MLE for 

scale parameter (
^

ɗ) with MSE. 
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Algorithm (3): To compute Bayes 

estimators ( ES1

^

ɗ  ) using Levy 

distribution 

as prior distribution forɗ with MSE. 

 
 

Note (1): we can reformulate the 

Algorithm (3) to compute 

Bayes estimators 

2,3,4,5,6k, ɗESk

^

=  under using 

other distributions as prior 

distribution for ɗ with MSE. 

Algorithm (2): To compute MM for 

scale parameter (
^

ɗ) with MSE. 
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