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Abstract:  

Black box identification system is a feature of neural networks; hence such 

system could be utilized for cryptanalysis approach to construct a neuro-

identifier. The most widely used and hard to break cryptosystems on the web 

nowadays are AES and RSA cryptosystems. This paper reports some efforts to 

incorporate the black box techniques and neuro-identifier for cryptanalysis of 

these two systems. Theoretical study of a black box model has manifested 

considerable success in the identification of encryption/decryption keys search. 
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1. Introduction 

A black box can be considered as a device, system, or object with known or 

specified performance characteristics but unknown or unspecified constituents 

and means of operation. In cryptography the black box can be used as an 

approach for system identification when no information is available about the 

system except its input and output. Cryptographic methods, both symmetric and 

anti-symmetric are the widely used mean for data protection on computer and 

communication networks [1]. The strength of any cryptographic systems is either 

inherently due to the difficulty in the inverting encryption transformation as in 

the symmetric systems or due the computational difficulty of some parameters as 

in the case of asymmetric systems. Both systems require key(s) and procedure(s) 

in order to perform. Therefore, to break any system, the key(s) and procedure(s) 

have to be identified, hence the problem turned to be an identification problem 

[2].       

An artificial neural network (ANN) is a computing system made up of a 

number of simple but highly interconnected processing elements. Each element 

has the capability of processing information by its dynamic state response to 

external inputs that mimic the operation of biological neuron. Neural networks 

can be used to represent a dynamical system, where the mathematical 

characterization of which is unknown. All that is available as a set of labeled input 

–output  data  generated  by the system at discrete instant of time at some uniform 

rate ,the  neural model  operates  under the influence of an algorithm that controls 



 4102 . لسنة 3: . العدد 6 المجلد:المجلة العراقية لتكنولوجيا المعلومات ...                          9
 

 

the necessary adjustments to the synaptic weights of the neurons. ANN is an 

adaptive learning device that can acquire a generalization property through 

approximation of input/output mapping. Due to this property, ANN lends itself 

easily as a black box identification system [3-6]. 

In this paper, an artificial neuro-identifier is studied to be suggested to be 

used in the search for emulation and cryptanalysis of strong cryptosystem such as 

RSA and AES. These two systems are describe briefly first in section 2, then the 

proposed model is described in details in section 3. Results are list and discussed 

in section 4 and finally the work is concluded in section 5.  

 

2. Cryptographic system 

A message M to be encrypted known as plaintext is transformed into a 

cyphertext C by a function that is parameterized by a secret key K. C is 

transmitted over an unsecure channel to be received at the receiver who recovers 

the message M by decrypting C using the same secret key. This process is called 

secret key or symmetric cryptosystem and shown in fig 1 [7]. The key is usually 

agreed upon through a key generation and distribution trusted third party. The 

main problem associated with this system is key distribution system. To avoid this 

problem, an alternative cryptosystem known as asymmetric or public key 

cryptosystem is implemented, where two keys are used one is public KU used for 

encryption and the other is private KR used for decryption, as shown in fig 2. 

There are too many available systems in practical used of both types; however, 

the most widely used systems on the internet of the former type are DES and AES 

while that of the latter type is RSA. AES and RSA are considered in this paper 

and will be briefly described below. 

 

 
 

2.1 RSA Cryptosystem 
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One of the oldest public key cryptosystem and still considered as the most 

powerful and widely used over the internet is the RSA cryptographic system [15], 

which is proposed in 1977 by Rivest, Shamir and Aldeman. Its security rests on 

the hard computation problem which is based on the difficulty of factoring large 

integers. Several other systems were also developed and in use for various 

applications, such as discrete algorithm, elliptic curve, etc. [1]. RSA system simply 

involves two key sets one is private KR= {d, n} and the other is public KU= {e, n}, 

where n, e and d are integers. In this system, every message is divided into blocks 

of certain length. Each block becomes a sequence of bits representing an integer 

number M. Encryption and the decryption procedures are modular 

exponentiations operations according to equations 1 and 2, respectively.  

nMC e mod=       (1) 

nCM d mod=       (2) 

Where M is the plaintext message )1( nM<¢ , C is ciphertext. The keys 

generation algorithm for n, e, and d is shown in fig 3. 

 
 

2.2 Advanced Encryption Standard (AES) 

AES was announced by National Institute of Standards and Technology 

(NIST) on November 26, 2001, it is also called Rijndael. This cipher was developed 

by two Belgian cryptographers, Joan Daemen and Vincent Rijmen. AES has a 

fixed block size of 128 bits and a key size of 128, 192, or 256 bits, whereas Rijndael 

can be specified with block and key sizes in any multiple of 32 bits, with a 

minimum of 128 bits. The block size has a maximum of 256 bits, but the key size 

has no theoretical maximum. 

AES operates on a 4×4 column-major order matrix of bytes, termed the 

state. Most AES calculations are done in a special finite field. 

The AES cipher is specified as a number of repetitions of transformation rounds 

that convert the input plaintext into the final output of ciphertext. Each round 

consists of several processing steps, including one that depends on the encryption 

key. A set of reverse rounds are applied to transform ciphertext back into the 
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original plaintext using the same encryption key. These processes are illustrated 

in fig 4. 

 

 

 

 

 

 

 

 

 

 
 

 

3.1 Neuro Identifier 

 No golden rule is followed to select the architecture and learning algorithm 

of neural model, hence it can be made through trial and error. Then once the 

neural network model is chosen and system input–output data are available, 

learning can begin to produce the approximate values of synaptic weights. Finding 

or approximating the intended unknown function using neural network modeling 

is referred to as neuro identifier. A typical neuro identifier (NID) circuit is shown 

in fig 2, which is basically a multilayer feed forward (MLFF) neural network. It 

consists of an input layer followed by nonlinear hidden layer and an output layer. 

It must be stated that more hidden layers may be implemented for more complex 

problems. 
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The optimal size of neural network is the one that uses as little neurons as 

possible while fulfilling the preset criteria in order to reduce the hardware 

architecture [8, 9]. It is stated that linear identifiers are not capable of identifying 

nonlinear systems. Hybrid identifiers can identify nonlinear systems but not 

complex ones [3, 10].  

                                                  

 

 

 
2.2 NN Training algorithm 

Using NID in cryptanalysis: Cryptographic system takes a plaintext and a 

key as input then produces a ciphertext as output. The proposed NID may be 

used to identify cryptographic systems in two activity schemes; either for 

encryption or for decryption. Both of these activities may be simulated in the 

following two approaches, namely emulation and cryptanalysis  

1-Emulation approach:  

a- Encryption cipher :input data TP,TK and desired output data TC  

b- Decryption cipher :input data TC, TK and desired output data TP 

 

2-Cryptanalysis approach: 

Input data: TC, TP desired output data: TK 

 

Emulation means constructing a neural network that can be trained by 

using plaintext-ciphertext pairs first. Then when it converges to minimum error, 

it can be used to produce plaintext when given ciphertext only. Such capability 

has proven the success of black box NID. The cryptanalysis approach means the 

production of the cryptographic key by providing plaintext-ciphertext to the 

system. 
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The training and testing data were obtained using applying the target 

system under investigation which are in our case RSA and AES systems. The 

obtained data were split into two lots one for training and the other for testing.  

  

3. Training algorithm  

The back propagation algorithm is widely used for NN training. It is not 

only more general than analytical derivations which handle only the case of 

special network topologies, but also much easier to follow. It is gradient descent 

algorithm which can be efficiently implemented in computing systems in which 

only local information can be transported through the network. Although it is 

easy to implement but it requires a lot of training data [17].   

When the network is a single hidden layer one it is easy to find the optimum 

solution in selecting the learning rate but when it has more than one hidden layer, 

it gets complex [11, 13]. For the NN of fig 2, the input to 
thj hidden neuron )(kS j

is  

ä
=

=
m

i

ijij kXWkS
1

)(.)(        , bl¢¢1     . . . . . (1) 

Where iX is the output of thi neuron of the input layer and b is the number 

of inputs to the 
thj hidden neuron at the thk  epoch. The output of the 

thj hidden 

layer )(kO j  is given by 

))(()( kSfkO jj =      . . . . . (2)  

Where f represents the nonlinear activation function. Therefore, the 

output of the thk neuron will be  

ä Ö=+ )()()1( kOkVky jjkNK  , cK¢¢1  . . . . . (3) 

Where c is the number of network output neurons and ijW & jkV are the 

weights for the first and hidden layers, respectively, given by the simple gradient 

principle of the sum squared error of the network output )(kE given by 

 
2

1

))()(()
2

1
()( kykykE NK

c

K

dK -Ö= ä
=

   . . . . . (4) 

  ä Ö-Ö¡Ö+=+ )()())(()()1( kXyyVkSfkWkW iNkdkjkjWijij z    . . . (5) 

 )()()()1( kOyykVkV jNkdkVjKjK Ö-Ö+=+ z   . . . . . (6) 
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    Where m is the number of hidden neurons, Wz & Vz are the rates for the 

first weight layers and the hidden layer, respectively, and dky  is the desired thk

output  

4. Implementation and Results: 

In this study the neuro-identifier is implemented for both AES and RSA 

cryptosystems. The stopping criterion in the training process is taken to be the 

preset number of iteration (900) which is decided experimentally. Once the 

training process is terminated, all obtained network weights are saved to be used 

for the simulation later. The results for these two systems are listed in the 

following. 

4.1 AES cryptosystem 

In case of AES 128 bit algorithm is used with key [0 1 2 3 4 5 6 7 8 9 10 11 

12 13 14 15]. The AES cryptosystem is run first in order to obtain some 

plaintext/ciphertext pairs as data for training the neuro-identifier in emulation 

mode (encryption and decryption). The plaintext is encrypted by the AES system 

which gives the output as hexadecimal then it is converted to decimal to be used 

for the FFNN training using aback propagation technique. The obtained 

Plaintext/Ciphertext pairs are decimal numbers as shown in appendix A. These 

obtained results gave 100% accuracy, after training it 900 times as shown in table 

1 for emulation and table 2 for cryptanalysis. The mean square error MSE curves 

for emulation (encryption and decryption) are calculated and plotted in figure 5, 

and cryptanalysis is plotted in figure 6. 
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4.2 RSA Cryptosystem 

Different prime numbers are tried for RSA algorithm but the results listed 

here are taken for RSA system for p=211 and q=227. Calculating N, choosing 

e=227 then finding d by using the algorithm shown in figure 3, the public and 



 4102 . لسنة 3: . العدد 6 المجلد:المجلة العراقية لتكنولوجيا المعلومات ...                          06
 

 

private keys are found to be {257,47897} and {23453,47897}, respectively. The 

block size in the implemented RSA encryption/decryption algorithm is two 

characters; therefore, if the plaintext message has odd number of characters, an 

extra character "x" is added to make it even.  The obtained Plaintext/Ciphertext 

pairs are decimal numbers as shown in appendix B. The obtained results gave 

100% accuracy, after training it 900 times as shown in table 3 for emulation and 

table 4 for cryptanalysis. The mean square error MSE curves for emulation 

(encryption and decryption) are calculated and plotted in figure 7, and 

cryptanalysis is plotted in figure 8. 
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5. Conclusions 

Neural networks proved to be suitable for black-box NID for constructing 

Neuro-model for cipher system. Wide range of NN architecture can be made 

available for the neuro-identifier construction. So many parameters are involved 

in NN design; such as number of layers, number of neurons in each layer, initial 

conditions, learning rate, momentum term, weights, activation function type, etc. 

The choice of these parameters may affect the system accuracy and convergence 

which might inevitably cause convergence to wrong local minima. Besides, there 

is no systematic mean to select NN parameter values, therefore, most common 

they are chosen by practical trial and process.  

Due to the generalization feature of NNs, the proposed NID technique can 

be used to identify many cipher systems and build their equivalence from the 

input-output data pairs. This can be achieved only by the proper choice of 

network parameters. 

The used back propagation method for training the NID gave fast 

convergence, stable and 100% accuracy for emulation and cryptanalysis tests. 

However, care must be taken as back propagation training technique is prone to 

local minima and sensitive to initial conditions. Other training algorithms such as 

Lavenberg-Marquardt LM and genetic Algorithms GA may be tried.   
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